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Summary
Malicious software (malware) continues to pose a growing and evolving threat to systems
security, exploiting vulnerabilities to cause significant harm. In response, Machine Learning
(ML) has emerged as a promising tool in malware detection, being leveraged in both static
and dynamic analysis to identify malicious programs. However, despite the effectiveness of
ML in improving malware detection, it faces inherent challenges, particularly adversarial
vulnerabilities that evasion attacks exploit. These adversarial attacks involve crafting
adversarial malware by manipulating malware to bypass detection systems while retaining
its malicious functionality. As a result, evasion attacks undermine the robustness of ML
classifiers, necessitating the development of defenses that can withstand such sophisticated
threats.

This dissertation rethinks the security of ML-based malware detection systems against
evasion attacks by incorporating realistic perspectives from both attackers and defenders.
Specifically, this work highlights the challenges of integrating realism into both attack
and defense strategies, such as identifying feasible adversarial vulnerabilities in malware
classifiers or fairly evaluating the robustness of malware detection. By reassessing these
aspects, we aim to offer a more practical viewpoint for strengthening ML-based malware
detection against realistic evasion attacks. The research begins by exploring realistic threat
models of evasion attacks, pushing the boundaries of current understanding and testing
of such adversarial attacks. A key contribution on the offensive side is the proposal of
a practical evasion attack, named EvadeDroid, that tackles the fundamental challenge of
creating evasion techniques independent of the target model. This independence is crucial,
as it allows the attacks to be applicable in real-world settings, where malware detectors
typically operate as black boxes, returning only hard labels. The dissertation highlights that
adversarial malware must not only preserve its malicious functionality but also ensure that
the manipulation remains undetectable during preprocessing, enabling it to bypass detection.
Additionally, EvadeDroid is optimized for efficiency, minimizing query costs and appearing
plausible by injecting adversarial payloads prepared based on realistic, existing code, making
it more practical and harder to defend against.

On the defensive side, the dissertation investigates methods to efficiently and effectively
identify the vulnerabilities of malware classifiers against realistic evasion attacks and explores
reliable defenses to protect malware detection systems from such adversarial attacks. A
significant contribution of this part of the research is identifying feasible vulnerabilities
in malware classifiers by focusing on generating potential adversarial malware directly in
the feature space, rather than the problem space, thus providing more efficient and broader
protection. The dissertation also investigates the issue of spurious correlations—misleading
patterns that malware classifiers may mistakenly learn. By ensuring that the features used in
detection better align with the true functionality of malware, classifiers can be improved to
resist adversarial manipulation and generalize more effectively. Finally, the research delves
into adversarial training (AT), a common technique for strengthening malware classifiers
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against adversarial attacks. This investigation identifies key dimensions for exploring and
evaluating AT, such as feature representations and the realism of adversarial examples, by
proposing a unified framework that helps identify essential factors influencing the success of
AT, such as model flexibility. The dissertation underscores the importance of considering all
these factors in conjunction, rather than in isolation, to achieve meaningful improvements in
classifier robustness.

In conclusion, the thesis offers a practical and forward-thinking approach to defending
against adversarial threats in malware detection. It emphasizes the need for more realistic
threat models and reliable defense strategies. By addressing the complexities of practical
evasion attacks and providing a comprehensive roadmap for building resilient systems,
this work contributes to the development of more secure and effective ML-based malware
detection systems that can withstand the ever-evolving landscape of cyber threats. The thesis
concludes by suggesting several potential research directions, particularly focusing on how
the quality of training data influences the development of more robust malware classifiers.
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Samenvatting
Malicious software (malware) blijft een groeiende en zich ontwikkelende bedreiging vormen
voor de systeembeveiliging, waarbij kwetsbaarheden worden misbruikt om aanzienlijke
schade aan te richten. In reactie hierop is Machine Learning (ML) naar voren gekomen
als een veelbelovend hulpmiddel voor malwaredetectie, waarbij het wordt ingezet in zowel
statische als dynamische analyses om kwaadaardige programma’s te identificeren. Hoewel
ML effectief is gebleken in het verbeteren van malwaredetectie, kampt het met inherente
uitdagingen, met name kwetsbaarheden voor adversariële aanvallen die gebruikmaken
van ontwijkingstechnieken. Deze aanvallen bestaan uit het vervaardigen van adversariële
malware, waarbij malware zodanig wordt gemanipuleerd dat detectiesystemen worden
omzeild, terwijl de kwaadaardige functionaliteit behouden blijft. Hierdoor ondermijnen
ontwijkingsaanvallen de robuustheid van ML-classificatiemodellen, wat de ontwikkeling
vereist van verdedigingsmechanismen die bestand zijn tegen zulke geavanceerde bedreigingen.

Dit proefschrift heroverweegt de beveiliging van op ML-gebaseerde malwaredetectiesys-
temen tegen ontwijkingsaanvallen, door realistische perspectieven van zowel aanvallers als
verdedigers te integreren. Specifiek belicht dit werk de uitdagingen van het integreren van
realisme in zowel aanvalstechnieken als verdedigingsstrategieën, zoals het identificeren van
haalbare adversariële kwetsbaarheden in malwareclassificatiemodellen of het eerlijk evalue-
ren van de robuustheid van malwaredetectie. Door deze aspecten opnieuw te beoordelen,
beogen we een praktischere benadering te bieden voor het versterken van ML-gebaseerde
malwaredetectie tegen realistische ontwijkingsaanvallen.

Het onderzoek begint met het verkennen van realistische dreigingsmodellen van ontwij-
kingsaanvallen en streeft ernaar de grenzen van de huidige kennis en testmethoden op dit
gebied te verleggen. Een belangrijke bijdrage aan de aanvalszijde is het voorstellen van een
praktische ontwijkingsaanval, genaamd EvadeDroid, die de fundamentele uitdaging aanpakt
om ontwijkingstechnieken te ontwikkelen die onafhankelijk zijn van het doelsysteem. Deze
onafhankelijkheid is cruciaal, aangezien detectiesystemen in de praktijk vaak functioneren als
black boxes die enkel harde labels retourneren. Het proefschrift benadrukt dat adversariële
malware niet alleen haar kwaadaardige functionaliteit moet behouden, maar ook zodanig
moet worden gemanipuleerd dat deze onopgemerkt blijft tijdens de preprocessering, zodat
detectie wordt omzeild. Bovendien is EvadeDroid geoptimaliseerd voor efficiëntie: het
minimaliseert het aantal queries en verhoogt de geloofwaardigheid door het injecteren van
realistische adversariële payloads, gebaseerd op bestaande code. Hierdoor wordt de aanval
praktischer en moeilijker te verdedigen.

Aan de verdedigende kant onderzoekt het proefschrift methoden om efficiënt en effectief
de kwetsbaarheden van malwareclassificatiemodellen tegen realistische ontwijkingsaanvallen
te identificeren, en bestudeert het robuuste verdedigingsstrategieën om detectiesystemen
hiertegen te beschermen. Een belangrijke bijdrage van het defensieve deel van dit onderzoek is
het identificeren van haalbare kwetsbaarheden door het genereren van potentiële adversariële
malware direct in de kenmerkruimte in plaats van in de probleemruimte, wat efficiëntere en
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bredere bescherming biedt. Daarnaast wordt het probleem van spurious correlations onder-
zocht—misleidende patronen die door malwareclassificatiemodellen ten onrechte kunnen
worden geleerd. Door te waarborgen dat de gebruikte kenmerken beter overeenkomen met de
daadwerkelijke functionaliteit van malware, kunnen classificatiemodellen worden verbeterd
om beter bestand te zijn tegen manipulatie en beter te generaliseren. Ten slotte wordt ingegaan
op adversariële training (AT), een gangbare techniek om malwareclassificatiemodellen te
versterken tegen adversariële aanvallen. Dit onderzoek specificeert belangrijke dimensies
voor het verkennen en evalueren van AT, zoals kenmerkrepresentaties en de realisme van
adversariële voorbeelden, door een uniform kader voor te stellen dat helpt bij het identificeren
van essentiële factoren die het succes van AT beı̈nvloeden, zoals modelflexibiliteit. Het
proefschrift benadrukt het belang van het beschouwen van al deze factoren in samenhang, in
plaats van afzonderlijk, om tot betekenisvolle verbeteringen in robuustheid te komen.

Samengevat biedt dit proefschrift een praktische en toekomstgerichte benadering voor
het verdedigen tegen adversariële bedreigingen in malwaredetectie. Het onderstreept de
noodzaak van realistischere dreigingsmodellen en betrouwbare verdedigingsstrategieën.
Door de complexiteit van praktische ontwijkingsaanvallen aan te pakken en een uitgebreid
raamwerk te bieden voor het bouwen van veerkrachtige systemen, draagt dit werk bij aan
de ontwikkeling van veiligere en effectievere ML-gebaseerde malwaredetectiesystemen die
bestand zijn tegen het steeds veranderende dreigingslandschap. Tot slot worden er enkele
veelbelovende onderzoekslijnen voorgesteld, met name gericht op hoe de kwaliteit van
trainingsdata de ontwikkeling van robuustere malwareclassificatiemodellen beı̈nvloedt.
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Introduction

In today’s cybersecurity landscape, malicious software (malware) poses a growing and
evolving threat. Such software is intentionally designed to harm victim machines, such
as computers or smartphones [1]. Malware uses various techniques, both simple and
sophisticated, that can cause serious and sometimes irreversible damage to systems. In the
ongoing battle against such threats, Machine Learning (ML) has emerged as a promising
approach in enhancing malware detection [2]. ML can be employed in static analysis to
inspect software source codes for detecting malicious content, or in dynamic analysis to
monitor the behavior of running software to identify malicious activities. For instance, leading
Android application stores, such as Google Play, leverage ML in both static and dynamic
analysis to identify potentially harmful applications [3]. Utilizing ML for malware detection
is valuable, as system security requires increasingly intelligent decision-making to keep
up with malicious actors who are constantly advancing their attack methods. Nevertheless,
the trustworthiness of malware classifiers1 remains a major concern for both academia
and industry [4]. A key pillar of building a trustworthy malware classifier is ensuring its
robustness, which enables the detector to perform reliably even under challenging conditions
during its inference phase, such as noisy representations caused by errors in feature extraction.
Achieving robustness, especially in malware detection, which is adversarial by nature [5],
presents significant challenges as ML systems can be targeted by adversarial attacks, which
specifically aim to diminish their robustness. Evasion attacks are among the hazardous forms
of adversarial attacks which entail crafting adversarial input instances named adversarial
examples (AEs) to circumvent ML systems. In the context of malware, adversaries alter the
static features of malware (e.g., control flow graph) to generate adversarial malware, a form
of AE that not only evades malware classifiers but also has the potential to compromise victim
machines. Such type of adversarial attack must ensure the malware’s inherent properties,
such as its malicious functionality, remain intact after adversarial manipulations.

1.1 Revisiting Realism for Adversarial Malware
To improve the adversarial robustness2 of malware classifiers, it is essential to consider
realism, referring to threat models and defenses that align with real-world constraints. This
1In this dissertation, the terms malware classifiers and ML-based malware detectors are used interchangeably.
2In the context of this dissertation, adversarial robustness specifically refers to the robustness of ML systems during
the inference phase against evasion attacks.
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ensures that solutions go beyond theory and are applicable in practical settings. Realism is
a crucial aspect for both attackers and defenders in Adversarial Machine Learning (AML),
yet it has been underemphasized in the malware domain because of the unique properties
of malware, which set it apart from other entities such as images. While AML typically
focuses on identifying and mitigating vulnerabilities within ML systems [6], the challenges
of securing ML systems in the malware domain are significantly more pronounced compared
to fields like computer vision. This is primarily due to the mismatch between the problem
space and the feature space. The problem space refers to real-world representations of
malware or benign software—such as actual Android apps or Windows executables—while
the feature space represents these samples in abstract forms, typically as binary or numerical
vectors. This mismatch introduces several domain-specific characteristics that make securing
malware classifiers particularly difficult:

• Non-standardized Features. Malware detection lacks standardized feature defini-
tions [7], unlike other domains such as computer vision, where fixed features like
pixels are used. This flexibility allows attackers to target only key features relevant to
specific detectors, whereas, in computer vision, all pixels are involved. This also gives
adversaries more opportunities to exploit vulnerabilities in feature representations. For
instance, if a feature representation is not expressive enough to differentiate malware
from goodware [8], attackers can alter malware so that its representation mimics that
of benign programs, without altering the malware’s original functionality. Finally,
non-standardized features make it harder for defenders to create generalized defenses,
as for each detector, defenses must be tailored to the specific features used by each
detection system. For example, if detectors rely on permissions, defenders must assess
how these can be adversarially altered, whereas those based on API calls require
evaluating different manipulation methods.

• Structured Program Files and Discrete Feature Space. Program files are highly
structured and often represented by discrete features, making it difficult to alter
them without rendering the files non-executable or harmless [7]. However, in the
malware domain, since the goal is not only to evade detection but also to successfully
compromise victim machines, any modifications must adhere to domain constraints
(e.g., preserving the semantics of malware after adversarial manipulations), ensuring
the malicious programs remain functional and harmful. In fact, satisfying these
constraints ensures that the malware’s malicious functionality remains intact, as any
changes made to evade detection must not interfere with its ability to carry out its
intended harmful actions.

• Non-Invertible and Non-Differentiable Feature Mapping. Since adversarial pertur-
bations typically occur in the feature space by perturbing the representation of malware,
attackers must reconstruct the malware based on the perturbed feature representation.
However, the mapping function from the problem space to the feature space in malware
detection is non-invertible [9], meaning it is not possible to reconstruct a functional
program file based solely on its feature representation. This is because the feature
representation simplifies the actual code, capturing only aspects relevant for detection,
not the full logic or structure of a program. Additionally, this mapping function is
non-differentiable [9], complicating the use of gradient-based evasion attacks [10].
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Program files are structured and non-numerical; therefore, converting them into
numerical features for ML models acts like a non-differentiable layer. Specifically,
transforming a feature representation generated by a gradient-based attack into a
functional program file presents a challenge, as back-propagating the loss gradient
through this mapping is not feasible [10].

These characteristics intensify the challenges encountered by attackers and defenders
in the malware domain. Particularly, the practical effectiveness of many proposed evasion
attacks and defense strategies remains questionable, highlighting the need for a deeper focus
on realistic threat models and reliable defenses that reflect the nature of the malware domain.

Over the past decade, significant research has been dedicated to exploring the vul-
nerabilities of malware classifiers through the investigation of evasion attacks. However,
the real-world applicability of the proposed adversarial attacks remains uncertain. Many
studies [9, 11–25] assume that attackers have in-depth knowledge of the target classifiers used
for malware detection, whereas, in practice, malicious actors often have limited access to such
information. Although some studies [16, 26–28] acknowledge this limitation by investigating
evasion attacks in Zero-Knowledge (ZK) settings, they frequently neglect the evasion costs
(e.g., the number of queries required to target malware classifiers), which represent important
real-world constraints. Moreover, the majority of studies [9, 11–28] generate AEs through
manipulations in the feature space. However, the realizability of adversarial programs in the
problem space has received less attention due to the inverse feature-mapping problem or the
failure to meet domain constraints that ensure feasible programs.

On the other hand, many recently proposed defenses [12, 14, 15, 17–19, 24–26, 29–38]
may not adequately protect malware classifiers from evasion attacks. This inadequacy is
either due to the lack of clarity regarding their focus on feasible, vulnerable regions of the
ML decision space or their failure to evaluate against strong and realistic evasion attacks,
which generate feasible adversarial malware by adhering to domain constraints. Furthermore,
malware classifiers are more prone to spurious correlations—misleading associations between
input features and target labels—due to malware’s dynamic nature, imbalanced datasets,
and noisy, high-dimensional features, which lead models to rely on superficial patterns
rather than meaningful ones. Current defenders fail to account for the intrinsic tendency of
malware classifiers to learn spurious correlations that significantly diminish the performance
of ML systems in adversarial settings. Finally, defenders often lack a clear understanding of
how factors related to key aspects of malware classifiers, such as feature representation and
learning algorithms (e.g., feature space dimensionality and classifier flexibility), contribute
to the vulnerabilities of ML models to evasion attacks. This knowledge gap makes it difficult
to fully grasp how these factors influence the models’ adversarial robustness, which is crucial
for effective defense against such attacks.

1.2 Problem Statement
ML has gained prominence in malware detection because it not only overcomes the
limitations of traditional methods, such as evading signature-based detectors with repacking
or polymorphism, but also excels at detecting evolving, unseen malware through model
generalization and knowledge adaptation [7]. ML is typically employed in either static
analysis, which distinguishes malware from goodware based solely on source code, or
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Figure 1.1: A conceptual depiction of the arms race in AML [39], showing two perspectives.

dynamic analysis, which evaluates runtime behavior. Although malware classifiers have
demonstrated high performance in various studies, they remain vulnerable to adversarial
attacks, particularly evasion attacks that alter malware to mislead malware classifiers during
their inference phase.

To improve the security of malware classifiers against evasion attacks, defense strategies
follow two approaches, namely security by obscurity and security by design [39]. Security by
obscurity relies on hiding system details from adversaries, while adversaries could potentially
uncover these obscured details. This approach results in a reactive arms race between
adversaries and defenders. As shown in Figure 1.1a, in a reactive arms race, adversaries
examine the ML systems to identify and exploit vulnerabilities to craft evasion attacks.
Defenders (i.e., classifier designers), in turn, respond by assessing these threats and updating
the ML systems accordingly [39, 40]. Conversely, as shown in Figure 1.1b, the security-by-
design approach embodies a proactive arms race, advocating for the development of ML
systems that are inherently secure against evasion attacks from the outset. In this approach,
defenders (i.e., classifier designers) anticipate potential threats by forecasting evasion attacks
and then fortify ML systems by implementing robust countermeasures designed to be
secure from the outset [39, 40]. This dissertation endorses a security-by-design approach to
safeguard malware classifiers against evasion attacks by (i) anticipating potential evasion
attacks and analyzing the vulnerabilities of malware classifiers to these adversarial attacks,
and (ii) developing defenses that enhance the adversarial robustness of malware classifiers.
Indeed, it begins by examining realistic evasion attacks and feasible adversarial perturbations
to reveal the vulnerabilities of ML models. Subsequently, it investigates hardening solutions
to strengthen malware classifiers against realistic evasion attacks. It is worth noting that we
focus on exploring evasion attacks targeting ML-based malware detection systems that rely
on static analysis due to their scalability and resource efficiency, which enable large-scale
evaluations. Below, we first motivate the environment considered in this dissertation for our
investigations and then present the research questions that it aims to explore.

1.2.1 Target Environment
Malware comes in various forms, such as Windows Portable Executables, PDFs, and
JavaScripts. This thesis focuses specifically on Android malware, as Android provides an
ideal environment for research due to its open-source nature, large user base, and access to
extensive datasets including large collections of timestamped Android Packages (APKs).
This open-source platform allows a wide range of developers to create applications, which
can lead to inconsistent security practices across the ecosystem [41]. The inconsistency in
security practices among Android applications leads to exploitable vulnerabilities, making
the platform a compelling subject for malware research. Additionally, Android’s dominance
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in the global smartphone market—with over 70% market share [42]—subjects a vast user
base to increased malware risks. The ability to sideload apps from third-party sources,
coupled with diverse security measures across various Android devices, further escalates its
susceptibility to security threats [43]. These factors collectively make Android a particularly
interesting platform for malware research. Finally, repositories like AndroZoo [44] offer
researchers access to millions of timestamped APKs, which is invaluable for large-scale
studies and ensuring the accuracy and reliability of malware detection systems.

Although the primary focus of our research is on Android malware, the insights and
challenges explored in this dissertation extend beyond the Android ecosystem. Challenges
such as feature representations in malware classifiers, realistic evasion attacks, identifying
ML vulnerabilities, the tendency of malware classifiers to learn spurious correlations, and
the uncertain effectiveness of adversarial training are common issues that affect malware
detection across various platforms. These common challenges highlight the broader relevance
of this research to the general field of malware defense.

1.2.2 Practical Evasion attacks
In real-world scenarios, adversaries often lack access to detailed information about target
malware classifiers as antivirus systems typically function as black-box models that can only
be queried externally [45]. For instance, adversaries are often limited to performing hard-label
attacks by querying the target detectors, where they can only access the classification labels
assigned to the input samples by target malware classifiers [46], rather than the more detailed
confidence scores, which would be more advantageous for generating AEs. Efficient querying
is also essential, given the costs associated with each query and the risk of detectors blocking
suspicious activities [45]. Furthermore, adversaries must ensure that the adversarial malware
they generate remains functional [47], allowing it to be installed on victim machines and
execute malicious actions after successfully bypassing malware detection systems. The first
research question of this thesis explores a practical evasion attack that meets the requirements
of these real-world constraints, addressing the challenge of generating adversarial malware
that can both evade detection and maintain its malicious functionality.

Q1. What threat model is truly practical for evasion attacks targeting malware
classifiers in real-world scenarios?

1.2.3 Effectiveness of Defenses
Realistic evasion attacks must generate functional adversarial malware in the problem space,
meaning they must adhere to domain constraints in the problem space [9]. For instance,
adversarial manipulations must be robust against non-ML preprocessing techniques (e.g., code
pruning, which minimizes code size by eliminating dead or unreachable code), as malware
classifiers often preprocess input programs before classification to exclude unused payloads,
such as unused permissions in Android apps [9]. AEs that are not robust to preprocessing
may be filtered out by the malware classifiers, rendering the attack unsuccessful. In the
feature space where malware classifiers operate, not all feature representations are feasible,
as they must correspond to functional and valid programs in the problem space. As depicted
in Figure 1.2, realistic evasion attacks are restricted to targeting specific regions in the blind
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Figure 1.2: A conceptual illustration of feasible regions (outlined by dashed orange closed lines) in the feature
space, where malware (red dots) and goodware (green dots) can be positioned. The blind spot regions within these
closed lines are feasible vulnerable areas that can be targeted by realistic evasion attacks. The red and green dots
located outside the dashed orange boundaries represent unrealizable malicious and benign programs, respectively.

spots of the feature space where these feasible representations exist. It is important to note
that blind spots refer to the areas between the decision boundary learned by a malware
classifier and the ideal potential decision boundary, where the classifier fails to correctly
identify malware.

To effectively defend malware classifiers against such attacks, defenders should con-
centrate on protecting these vulnerable regions. Identifying these regions by generating
realizable AEs in the problem space—those that meet domain constraints—can be useful,
though this process is both computationally intensive and time-consuming. Furthermore,
realistic evasion attacks used by defenders to generate realizable AEs are based on limited
problem-space transformations3, potentially lacking other unseen problem-space transforma-
tions. As a result, defenders may struggle to protect malware classifiers against attacks that
use alternative, undiscovered transformations to generate AEs, since these problem-space
transformations target unknown vulnerable regions. The next research question explores a
technique to quickly identify these vulnerable areas within the decision space of malware
classifiers, enabling more robust defenses against realistic evasion attacks without revealing
the full extent of ML vulnerabilities in the problem space.

Q2. How can vulnerable regions in malware classifiers be efficiently identified to
defend against realistic evasion attacks?

1.2.4 Spurious Correlations in Malware Classifiers
In the context of systems security, spurious correlations refer to patterns in data, such as
relationships between input features and the target label, that are unrelated to the actual
security problem, such as malware detection, but create shortcuts for classification [48]. For
example, if a specific permission appears frequently in malware apps, an ML model might

3Problem-space transformations include manipulations like injecting dead code to modify software.
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learn to rely on the presence of that permission to classify malware, instead of identifying
genuine malicious behavior. Robust ML systems emphasize learning robust features—those
directly linked to the classification task and less vulnerable to adversarial perturbations—over
unrelated patterns in the data. Altering these robust features carries a high risk of changing
the semantics of the input programs (e.g., changing the malware functionality), which is
undesirable for evasion attacks. The next research question highlights the impact of spurious
correlations on the adversarial robustness of malware classifiers, specifically investigating
how the influence of irrelevant patterns can be eliminated to enhance the classifier’s resilience
against realistic evasion attacks.

Q3. How can the impact of spurious correlations be reduced to secure malware
classifiers against realistic evasion attacks?

1.2.5 Influential Factors for Malware Classifiers
There are numerous studies conducted in the malware domain to shield malware classifiers
against evasion attacks, e.g., defensive distillation [17], weight bounding [16, 28], and
monotonic classification [49]. Adversarial Training (AT) [50] emerges as the most successful
defense strategy against evasion attacks [51, 52] which leverage the usage of AEs during
the training phase to mitigate the generalizability concerns inherent in ML models. To
this end, an effective mechanism for AT formulates the training procedure as a robust
optimization via a min-max optimization problem, where the inner maximization problem
seeks optimal adversarial perturbations, and the outer minimization problem optimizes
model parameters [53]. This proactive defense, which is also known as adversarially robust
training [52], enhances the generalizability of ML models in classifying unseen samples,
such as AEs, by revealing blind spots in their decision space. To advance AT in the context
of malware detection, it is crucial to provide an in-depth understanding of AT’s capability
not only in uncovering blind spots but also in maintaining the clean performance of ML
models. This requires exploring various factors that influence AT while ensuring evaluations
are well-aligned with real-world scenarios to accurately assess improvements in adversarial
robustness. The next research question addresses this gap by investigating the intertwined
roles of different factors in strengthening malware classifiers through AT.

Q4. What are the key factors influencing adversarial training, and how do they affect
its effectiveness in malware detection?

1.3 Structure of Dissertation
This dissertation believes we need to rethink the security of ML used in malware detection
by revisiting realism. Throughout the chapters, we investigate evasion attacks and defenses
with a focus on realism, highlighting practical threat models of evasion attacks in real-world
scenarios, and examining effective defensive strategies to strengthen malware classifiers
against such attacks. Our exploration opens with Chapter 2 to lay the groundwork for our
examination of the adversarial robustness of malware classifiers. Specifically, this chapter
provides a detailed foundation for understanding malware detection in the context of AML.
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It begins by outlining the fundamentals of malware detection and then discusses how evasion
attacks exploit the vulnerabilities of malware classifiers to generate adversarial malware
aimed at bypassing detection. The chapter also delves into how different threat models help
simulate realistic evasion attacks, highlighting the potential risks that malware classifiers
face. Furthermore, it reviews key defense mechanisms aimed at enhancing the robustness of
malware classifiers, ensuring they can withstand evasion attacks. Reviewing these topics is
essential for this thesis, as it establishes the necessary context for investigating adversarial
robustness and contributes to the development of more secure ML-based malware detection
systems.

Since developing malware classifiers that are secure against evasion attacks requires an
understanding of ML vulnerabilities to evasion attacks, the first part of the thesis, covered in
Chapters 3 and 4, investigates practical evasion attacks and the susceptibility of ML models
to these threats within the feature space. Specifically, Chapter 3 presents a novel evasion
attack method designed to evade Android malware classifiers in real-world scenarios. The
proposed attack, which is named EvadeDroid, is a practical evasion attack that operates under
ZK settings in the problem space. By utilizing a random search optimization algorithm,
EvadeDroid iteratively applies problem-space transformations derived from benign apps to
bypass malware classifiers. This optimization approach effectively selects and injects suitable
transformations by relying on feedback from the target classifier. EvadeDroid not only
operates without needing any knowledge of the malware classifier’s internal workings but also
achieves high query efficiency with minimal interactions. As a result, EvadeDroid achieves
high evasion rates while preserving the malware’s original functionality, demonstrating its
feasibility in real-world applications. Furthermore, Chapter 4 introduces a novel approach
to identify regions vulnerable to realistic evasion attacks by exploring realizable AEs
within the feature space. This approach ensures that the AEs adhere to domain constraints
essential for feasible Android apps. To this end, we interpret these domain constraints
as meaningful feature dependencies and propose a method to learn them through feature
correlations. Leveraging these learned constraints, our approach enhances detection by
effectively distinguishing AEs from feasible apps. Moreover, it addresses the shortcomings of
prior studies, particularly in maintaining realism and efficiency in adversarial hardening. By
integrating these constraints into AT, we significantly strengthen the robustness of Android
malware detection against realistic evasion attacks.

The second part of the thesis, presented in Chapters 5 and 6, examines the defenses
that protect malware classifiers against the ML vulnerabilities discussed in the first part.
ML models used for malware detection often grapple with the challenge of spurious
correlations, which can severely hinder their performance on out-of-distribution data, such
as AEs. Chapter 5 presents a novel approach to addressing this vulnerability through a
domain adaptation technique that enhances the generalizability of malware classifiers. By
establishing a robust feature space that aligns the distributions of malware and adversarial
malware, our method mitigates the influence of misleading features. This alignment allows
classifiers to focus on genuine semantic patterns associated with software functionality,
thereby bolstering their resilience against realistic evasion attacks. Chapter 6 investigates
AT as the most effective strategy for enhancing malware detection. This chapter highlights
that the effectiveness of AT in hardening malware classifiers against realistic evasion attacks
has not been thoroughly explored. Many studies have either not conducted a comprehensive
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exploration of the full space or have used inappropriate evasion attacks (e.g., unrealistic
or weak ones), limiting the validity of their conclusions. This chapter proposes a unified
framework to investigate the impact of various influential factors—within data, feature
representations, classifiers, and robust optimization settings—on the effectiveness of AT,
using different evaluation criteria. It systematically explores the roles of these factors in
strengthening malware classifiers, identifies evaluation pitfalls that may lead to misleading
conclusions in state-of-the-art approaches, and offers key insights to guide future research
toward optimal AT configurations.

In Chapter 7, we conclude the thesis by summarizing the key contributions of each
chapter and reflecting on how they address the research questions outlined in Section 1.2.
We revisit the findings from our exploration of evasion attacks, defenses, and practical threat
models in malware detection, highlighting the advancements made in understanding and
improving the adversarial robustness of ML models in this domain. Finally, we close the
dissertation by discussing potential directions for future research, focusing on areas where
further investigation could enhance the security of ML-based malware detection systems. In
particular, we underscore the significance of exploring evasion attacks targeted at malware
classifiers used in dynamic analysis, as well as analyzing the influence of malware types and
families on the effectiveness of evasion attacks in shaping adversarial malware. Furthermore,
we caution against the growing threat of malware propagation through malicious public
repositories. Specifically, we stress the importance of proactively analyzing evasion attacks
that bypass detection mechanisms intended to identify and mitigate these threats. Our
final recommendation is to provide a detailed discussion on how future research should
concentrate on improving the robustness of malware detection by leveraging high-quality,
in-distribution data prepared by advanced techniques, which may lead to the development of
malware classifiers that are more resilient to both in-distribution and out-of-distribution data,
such as adversarial malware.

1.4 List of Publications
I have published the following papers during my Ph.D. at Radboud University.

1.4.1 Main Publications Contributing to Thesis Chapters
This dissertation primarily draws on five publications, most of which were collaborative
efforts with other authors. All chapters have either been published or are currently under
review in peer-reviewed journals and conferences. My specific contributions to each chapter,
based on the published works, are detailed in the following list.

• Chapter 3. Subverting Machine Learning in Malware Detection.

This chapter is based on EvadeDroid: A Practical Evasion Attack on Machine
Learning for Black-Box Android Malware Detection4, by Hamid Bostani and Veelasha
Moonsamy, which was published in Computers & Security in 2024. In this research, I
led the project, overseeing the conceptualization, design, and empirical evaluation of
EvadeDroid, a new evasion attack proposed to deceive ML-based Android malware
detection. My extensive literature review, which examined prior studies on evasion

4https://doi.org/10.1016/j.cose.2023.103676

https://doi.org/10.1016/j.cose.2023.103676
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attacks and their roles in malware detection, informed the development of EvadeDroid
and helped identify limitations in existing evasion attacks. I was responsible for
drafting the initial manuscript, incorporating insights from existing literature to
effectively position our work within the wider landscape of AML. Additionally, I
handled the implementation of the proposed attack and the reproduction of existing
evasion strategies and malware detectors to empirically validate the effectiveness of
EvadeDroid. Veelasha Moonsamy contributed valuable feedback and revisions, which
were instrumental in enhancing the clarity and quality of the paper.

• Chapter 4. Exposing Vulnerabilities in Machine Learning for Malware Detection.
This chapter is based on Level Up with ML Vulnerability Identification: Leveraging
Domain Constraints in Feature Space for Robust Android Malware Detection5, by
Hamid Bostani, Zhengyu Zhao, Zhuoran Liu, and Veelasha Moonsamy, which
was published in ACM Transactions on Privacy and Security in 2025. In this
work, I took on the role of lead author, driving the conceptualization, design, and
empirical evaluation of our method for detecting adversarial vulnerabilities in malware
classifiers. I conducted a thorough literature review, focusing on AML and the
application of domain constraints in the feature space, which directly informed our
approach for strengthening malware classifiers. I wrote the initial draft of the paper,
synthesizing prior research to place our method within the broader discourse on
vulnerability detection in ML models. My responsibilities also included implementing
the full source code and carrying out data collection and preparation. Zhengyu Zhao
contributed to the conceptual development of the study and, along with Zhuoran Liu
and Veelasha Moonsamy, provided insightful feedback and edits that helped refine the
manuscript, enhancing its clarity and precision. Their contributions were crucial to
ensuring the overall quality of the paper.

• Chapter 5. Enhancing Adversarial Robustness with Robust Feature Space.
This chapter is based on Improving Adversarial Robustness in Android Malware
Detection by Reducing the Impact of Spurious Correlations6, by Hamid Bostani,
Zhengyu Zhao, and Veelasha Moonsamy, which was presented at the 29th European
Symposium on Research in Computer Security International Workshops (ESORICS
2024 International Workshops) in 2024. As the lead author of this study, I was
responsible for the overall conceptualization, design, and empirical evaluation of a
method aimed at improving adversarial robustness in Android malware detection by
addressing the impact of spurious correlations. My literature review explored existing
research on adversarial robustness and feature representations, which informed the
development of our approach to enhance model resilience. I wrote the initial draft of
the paper, integrating findings from related works to frame our method within the larger
context of adversarial defense strategies. I also implemented the entire source code
and managed the data collection and preparation. The valuable feedback and revisions
provided by Zhengyu Zhao and Veelasha Moonsamy significantly contributed to
improving the clarity and quality of the final manuscript. Their contributions ensured
the paper’s strength and coherence.

5https://doi.org/10.1145/3711899
6https://doi.org/10.1007/978-3-031-82362-6_13

https://doi.org/10.1145/3711899
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• Chapter 6. Enhancing Adversarial Robustness with Robust Optimization.
This chapter is based on On the Effectiveness of Adversarial Training on Malware
Classifiers7, by Hamid Bostani, Jacopo Cortellazzi, Daniel Arp, Fabio Pierazzi,
Veelasha Moonsamy, and Lorenzo Cavallaro, which has been under peer review since
2025. In this study, I led the project, guiding the conceptualization, literature review,
and formulation of key research questions and hypotheses regarding the effectiveness of
AT for malware classifiers. My literature review focused on existing works concerning
AT and vulnerabilities in malware detection, which helped define the research questions
related to perturbation budgets, confidence levels of AEs, and the impact of feature
representations on AT performance. I authored the majority of the paper, writing key
sections such as the introduction, related work, methodology, and evaluation, with
a particular focus on pitfalls, robustness optimization settings (perturbation bounds,
confidence levels of AEs, and domain constraints), and key findings. I was also
responsible for implementing the source code, including the development of classifiers
(DNNs8 and linear SVM9), feature-space and problem-space attacks (PGD10, JSMA11,
and EvadeDroid), as well as the AT method. Additionally, I designed analysis tools for
evaluating feature importance and plotting performance metrics. Jacopo Cortellazzi
was a co-contributor in brainstorming, data preparation, implementation, and authoring.
Daniel Arp, Fabio Pierazzi, Veelasha Moonsamy, and Lorenzo Cavallaro contributed to
brainstorming and provided essential feedback and edits, which significantly improved
the paper’s clarity and coherence. Jacopo Cortellazzi, Fabio Pierazzi, and Lorenzo
Cavallaro also contributed to the conceptual development of the study.

• Chapter 7. Conclusions and Outlook.
The outlook section of this chapter is based on Beyond Learning Algorithms: The
Crucial Role of Data in Robust Malware Detection, by Hamid Bostani and Veelasha
Moonsamy, accepted for publication in IEEE Security & Privacy in 2025. In this
work, I was the lead author, responsible for the conceptualization and literature review
concerning the use of coreset methods to improve adversarial robustness in malware
detection. My review of existing research on coreset techniques and adversarial
robustness provided a foundation for developing arguments and insights into the
potential opportunities and challenges of applying coreset methods in this domain. I
wrote the entire paper, synthesizing insights from previous studies to build a clear
argument on the critical role of data quality in enhancing the adversarial robustness
of malware classifiers, and how coreset techniques can help overcome challenges
in achieving robust malware detection. Throughout the writing process, Veelasha
Moonsamy provided valuable feedback, which improved the manuscript’s clarity and
overall quality.

7https://arxiv.org/abs/2412.18218
8Deep Neural Networks
9Support Vector Machine
10Projected Gradient Descent
11Jacobian-based Saliency Map Attack

https://arxiv.org/abs/2412.18218
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1.4.2 Other Publications
I have also contributed to the following paper during my Ph.D. at Radboud University;
however, it is not part of this dissertation.

• Targeted and Troublesome: Tracking and Advertising on Children’s Websites12, by
Zahra Moti, Asuman Senol, Hamid Bostani, Frederik J. Zuiderveen Borgesius,
Veelasha Moonsamy, Arunesh Mathur, and Gunes Acar, which was presented at the
45th IEEE Symposium on Security and Privacy (IEEE S&P) in 2024. In this work,
I contributed to brainstorming the research and collaborating on preparing the list
of child-directed websites by conducting a literature review on web classification,
conceptualization, validating various potential techniques, and manually labeling
websites. I also implemented scripts for online labeling of the collected websites using
VirusTotal, analyzed the results, verified the implemented LLM-based method for web
classification. Additionally, I contributed to preparing the initial structure of the paper
and co-authored the sections related to compiling the list of child-directed websites.

1.5 Code and Data Management
The source code developed and datasets collected for the research in various chapters of this
thesis are listed below:

• Chapter 3: EvadeDroid developed by Hamid Bostani.
https://github.com/HamidBostani2021/EvadeDroid.

• Chapter 4: Robust Android Malware Detector develped by Hamid Bostani.
https://github.com/HamidBostani2021/robust-Android-malware-detector.

• Chapter 5: Robust Feature Space developed by Hamid Bostani.
https://github.com/HamidBostani2021/robust-feature-space.

• Chapter 6: Robust Optimization for Malware Detection developed by Hamid Bostani
and Jacopo Cortellazzi.
https://github.com/HamidBostani2021/robust-optimization-malware-detection.

The supplementary materials used in all chapters of this thesis are written in Python.
Java is also used in the development of EvadeDroid, introduced in Chapter 3. In Chapters 3
to 6, we used the dataset and reproduced the problem-space evasion attack released in the
S2Lab repository13. However, access to these materials requires permission from the owners.
The dataset14 prepared by Zhang et al. [54] was also used in Chapter 6.

12https://ieeexplore.ieee.org/abstract/document/10646733
13https://s2lab.cs.ucl.ac.uk/projects/intriguing/
14https://github.com/seclab-fudan/APIGraph

https://github.com/HamidBostani2021/EvadeDroid
https://github.com/HamidBostani2021/robust-Android-malware-detector
https://github.com/HamidBostani2021/robust-feature-space
https://github.com/HamidBostani2021/robust-optimization-malware-detection
https://ieeexplore.ieee.org/abstract/document/10646733
https://s2lab.cs.ucl.ac.uk/projects/intriguing/
https://github.com/seclab-fudan/APIGraph
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2
Background

As the cybersecurity landscape continues to evolve, malware detection systems face growing
challenges from adversarial threats. This chapter provides the foundational knowledge
necessary for understanding both malware detection and Adversarial Machine Learning
(AML) in this context. It begins by outlining the principles of malware detection and the
role of ML in identifying malicious software. The discussion then shifts to the security
concerns surrounding ML-based malware detection, focusing on AML, with particular
attention to evasion attacks—the adversarial threat examined in this dissertation. Then, we
review various threat models, which offer insights into the risks malware classifiers face,
and defense mechanisms aimed at enhancing the robustness of malware classifiers against
adversarial manipulation. By presenting these essential concepts, this chapter establishes
the groundwork for investigating the security of malware classifiers against realistic evasion
attacks in subsequent chapters.

2.1 Overview of Malware Detection
Malware is any software deliberately designed to disrupt, damage, or gain unauthorized
access to victim machines, including computer systems or networks [2]. Its effects include
data theft, data loss, and damage to hardware and software [55]. Malware appears in various
forms, such as Windows or Android malware, but their objectives are similar within their
respective categories. For example, trojans trick users by posing as legitimate software,
viruses spread between devices, spyware gathers sensitive information without consent, and
ransomware locks systems or files, demanding payment for access [2].

Malware continues to be a major global cybersecurity threat. With over a billion malware
programs in existence and hundreds of thousands of new instances discovered daily [56], the
need for malware detection systems is more critical than ever. These systems are essential
for mitigating the widespread impact of malware and protecting users and systems from
ongoing threats.

2.1.1 Malware Detection
Malware detection is a crucial analytical process designed to determine whether software,
such as an Android app, is intended to carry out malicious activities on a target system, like
Android devices. This process involves examining all executable programs on the system to
distinguish malware from benign software. Traditional malware detection techniques often
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rely on signature-based methods, where malware signatures are extracted by malware analysts
from malicious programs [57]. However, these systems have notable limitations. For instance,
signature extraction is labor-intensive and can be circumvented through various techniques
such as encryption, repacking, and polymorphism [57]. In contrast, many advanced malware
detection approaches utilize behavior-based methods. These techniques analyze the behavior
of suspicious programs to determine whether they are malicious [58]. Behavior-based
detectors typically evaluate programs in isolated environments (e.g., sandboxes) before
allowing them to execute in real-world settings. Nonetheless, these systems have their own
limitations, such as a tendency to produce high false-positive rates [58] or an inclination
for malware to conceal its malicious functionality during evaluation [59]. In practice,
malware detection operates as a pipeline, where each stage utilizes different malware analysis
techniques to assess software. The goal of malware analysis is to uncover the functionality,
origin, and potential impact of software, providing insight into its behavior [2]. Malware
analysis can be broadly divided into static and dynamic analysis [60]:

• Static analysis involves classifying software based solely on their code or binary
structure (i.e., raw bytes), without requiring their execution. This approach relies on
either code-level features such as strings, API calls, and control flow graphs [2], or
binary-level features, such as byte sequences [61], to identify potentially malicious
behavior.

• Dynamic analysis detects malware by observing its behavior during execution, such
as time-dependent sequences of system calls. This approach leverages runtime
characteristics, including API call traces and memory usage patterns, to identify
malicious activity [2]. Endpoint Detection and Response (EDR) is a widely recognized
dynamic analysis technology designed to continuously monitor and analyze endpoint
activities in real-time, enabling rapid responses to threats on devices such as computers
and mobile phones [62].

2.1.2 Machine Learning in Malware Detection
ML is a vital branch of Artificial Intelligence (AI) that enables systems to learn from prior
collected data—referred to as experience—without requiring explicit programming [63].
Nowadays, ML has become a fundamental computational approach in data processing, finding
applications across various domains, such as image processing and speech recognition. Over
the past years, ML has been widely used by cybersecurity researchers for malware detection
to achieve effective solutions, e.g., detecting zero-day malware. Supervised learning is the
predominant ML approach for malware detection. This technique utilizes labeled samples to
build a binary classifier capable of distinguishing malware from goodware. More recently,
Large Language Models (LLMs) have emerged as a promising ML technique in this domain.
LLMs, which can offer zero-shot reasoning in malware detection, are trained on vast pre-
trained knowledge (e.g., large amounts of code) instead of specifically labeled datasets [64].
These models have demonstrated strong capabilities in static analysis tasks—such as software
bug detection [65]—which are closely related to malware detection, further highlighting
their potential in this domain.

Building an effective malware classifier with supervised learning requires automating
workflows through an ML pipeline. This pipeline comprises several stages, including data
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preparation (data collection, cleaning, and feature engineering), model training, and model
deployment. During model training, the classifier learns from labeled data to optimize its
performance in identifying malware and benign samples, using metrics like accuracy or
expected loss. In the model deployment phase, the trained classifier is used to identify
malware in real-world scenarios. By automating these stages through a well-structured
ML pipeline [66], researchers and developers can streamline the creation and deployment
of effective malware detection systems. However, the success of such systems relies on
addressing key challenges, such as ensuring high-quality training data, adapting to the
ever-evolving nature of malware, and strengthening the model’s resilience to evasion attacks,
which is the primary focus of this dissertation.

2.2 Adversarial Susceptibility of Malware Classifiers
ML techniques used for malware detection are data-driven approaches that can be significantly
impacted by deliberate data manipulation carried out through adversarial attacks [67]. These
type of attacks aim to cause misclassification by exploiting vulnerabilities in the ML pipeline
at either the training or inference phase. Specifically, based on the attack time, adversarial
attacks can be classified into two main categories:

• Poisoning attacks (also referred to as causative attacks [68]): These attacks involve
injecting intentionally crafted data points into the training dataset by modifying labels
or features to corrupt the training process and compromise the resulting model [69].
Large-scale poisoning attacks can be automated to craft highly effective poisoned
samples, allowing attackers to bypass security mechanisms at scale [70].

• Evasion attacks (also known as exploratory attacks [68]): These attacks target the
model during the inference phase, attempting to carefully craft adversarial examples
(AEs) by introducing small, deliberately designed perturbations into input samples to
confuse the model and force incorrect predictions after it has been trained [71].

In both attack types, adversaries typically aim to conduct either targeted or untargeted
attacks [33]. In targeted attacks, the goal is to deceive the classifier into assigning a specific,
predetermined label to the input sample, regardless of its actual class. In contrast, untargeted
attacks aim solely to mislead the classifier into making an incorrect prediction, without
regard to which incorrect label is assigned. Targeted and untargeted attacks can be viewed
similarly in the context of malware detection, as the classifiers used are typically binary.

Moreover, recent research highlights the phenomenon of transferability, wherein AEs or
poisoning points crafted for one model can also compromise others, even if they differ in
architecture or training data [72]. This property significantly broadens the attack surface,
enabling adversaries to mount effective attacks even without direct access to the target model.

Generating AEs in the malware domain is more challenging compared to other domains,
primarily because AEs must remain functional malicious software. Indeed, unlike some fields
(e.g., computer vision), where AEs only need to deceive a model, adversarial malware must
also retain its ability to compromise victim machines while evading detection. Figure 2.1
illustrates the pipeline of malware detection, highlighting the process of constructing and
utilizing a malware classifier. One of the key concepts demonstrated in the figure is the
distinction between the problem space and the feature space. Unlike domains such as
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Figure 2.1: The pipeline of ML-based malware detection and its susceptibility to evasion attacks. Green and red
dots represent benign and malicious samples, respectively.

computer vision, where the problem space (e.g., images) and the feature space (e.g., pixel
representations) are closely aligned, in malware detection, these two spaces are significantly
different. The problem space consists of real-world software (e.g., executable files), while
the feature space represents the abstract representations derived from these files, which are
used for ML. This separation presents unique challenges in the malware domain, particularly
when generating adversarial malware capable of evading detection while preserving its
functionality. Since adversarial methods typically operate in the feature space [73], there
arises a need to reconstruct problem-space objects from their feature representations, adding
an extra layer of complexity to the process.

2.2.1 Machine Learning Vulnerabilities to Evasion Attacks
As illustrated in Figure 2.1, evasion attacks occur during the inference phase by adversarially
manipulating input malware. To mitigate their potentially catastrophic impact, it is crucial to
understand the underlying reasons for the vulnerability of ML systems to such adversarial
attacks1. Generally, as depicted in Figure 2.2, two primary factors contribute to this
vulnerability: learning vulnerability and feature vulnerability [8].

• Learning vulnerability. Figure 2.2 illustrates how the decision boundary learned
during the training process may differ from the truly optimal decision boundary.
This discrepancy creates blind spots, representing areas where malicious samples are
misclassified as benign. These blind spots emerge due to the gap between the optimal
decision boundary and the learned decision boundary, often caused by limitations in the
training process. Learning vulnerability may stem from the statistical and probabilistic
nature of ML, where inherent discrepancies between the ground truth distribution and
the finite training samples introduce error, making it difficult to fully approximate

1Since the thesis specifically focuses on evasion attacks, the term adversarial attacks will always refer to evasion
attacks throughout the rest of the thesis.
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Figure 2.2: Illustrating the learning and feature vulnerabilities of malware classifiers, which are exploited by
blind-spot and mimicry evasion attacks, respectively. Green and red samples represent benign and malicious
samples, respectively.

the optimal decision boundary. Achieving adversarial robustness typically seems to
require significantly more data than standard training, highlighting the limitations of
learning from finite datasets [74]. Moreover, AEs can emerge due to test-time errors
under noisy conditions, reflecting the uncertainty inherent in model behavior [75].
Blind-spot evasion attacks exploit vulnerabilities arising from these limitations by
manipulating malicious samples to fall into regions where the model misclassifies
them as benign.

• Feature vulnerability. As shown in Figure 2.2, adversaries can manipulate the
feature representations of malicious samples to resemble those of benign ones.
This manipulation becomes possible when the feature representation used to map
objects from the problem space to feature vectors in the feature space lacks sufficient
expressiveness to effectively distinguish between malware and goodware. In such cases,
different inputs from the problem space—such as benign and malicious applications—
may be mapped to similar or indistinguishable feature vectors, undermining the
classifier’s ability to separate them effectively. A poorly designed or insufficiently
discriminative feature representation increases the risk of mimicry evasion attacks
bypassing the classifier by exploiting these representational limitations.

While classification errors derived from learning vulnerability are reducible through
methods such as adversarial training, which involves training the classifier on AEs to
enhance its detection capabilities, classification errors due to feature vulnerability constitute
a non-reducible error that cannot be resolved merely by modifying the learning algorithm [8].

2.2.2 Threat Models of Evasion Attacks
When attempting to bypass malware classifiers, adversaries rely on various threat models,
which are defined by the following critical attributes:
Adversarial Knowledge. Evasion attacks are categorized based on the adversary’s under-
standing of the target malware classifiers, including details such as training data, feature
representations, learning algorithms, and the trained models. These levels of knowledge
determine the following attack’s complexity:
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• Perfect Knowledge (PK): In this scenario, adversaries have complete knowledge of the
target malware detection system, including its architecture, parameters, and training
details. Such attacks are referred to as white-box attacks because they allow adversaries
to exploit every aspect of the classifier to generate adversarial malware.

• Zero Knowledge (ZK): Here, adversaries lack any information about the target system.
These attacks referred to as black-box attacks, rely on techniques like query-based
exploration [76] or surrogate models [77] to bypass the target malware classifiers
without requiring access to their internal details.

• Limited Knowledge (LK): Adversaries have partial information about the malware
classifier, such as the knowledge of the feature representation but not the exact training
data or model parameters. Such attacks are referred to as gray-box attacks as they
balance between black-box and white-box scenarios.

Adversarial Capabilities. Using their available knowledge, adversaries manipulate either
the feature space or the problem space to craft adversarial malware. These manipulations
aim to force the malware classifier into misclassifying malicious samples as benign.

• Feature-Space Perturbations: Adversaries identify and apply small, carefully crafted
modifications to the feature representations of malicious software. While this approach
is straightforward within the feature space, these perturbations must be mapped back
to the problem space to create functional malware.

• Problem-Space Manipulations: Adversaries manipulate the malware’s code or binary
files directly to create adversarial malware in the problem space, ensuring it remains
realizable by adhering to domain constraints in the problem space, including available
transformations, preserved semantics, robustness to preprocessing, and plausibility [9].
Specifically, adversaries require appropriate problem-space transformations to manipu-
late malware in the problem space. When applying these transformations, the malware
must preserve its original malicious functionality (e.g., stealing data or exploiting
vulnerabilities) while avoiding detection during feature extraction or preprocessing.
Additionally, the modified malware must appear valid to bypass malware classifiers,
maintaining its plausibility as benign software.

Table 2.1 provides an overview of key aspects—such as attacker assumptions and
manipulation techniques—considered in existing evasion attacks, highlighting the diversity
of these aspects across the literature.

2.2.3 Defenses Against Evasion Attacks
To enhance the resilience of malware classifiers against evasion attacks, we must improve
their robustness against adversarial manipulations. Robustness, in general, refers to the
ability of a system to maintain consistent performance despite uncertainties or variations
in input parameters [78]. In ML systems, such as malware classifiers, a robust classifier
should accurately classify inputs even when adversaries deliberately modify them to evade
detection. Figure 2.3 conceptually illustrates the difference between a robust and a non-robust
malware classifier. A malware classifier is considered robust within a perturbation range 𝜖 ,
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Table 2.1: Overview of key aspects of evasion attacks in malware detection.

Aspects Findings

Attack Strategy

Majority of studies employ gradient-free strategies (e.g., random search [12],
genetic algorithms [19, 26, 38]) or gradient-driven methods (e.g., PGD [24],
JSMA [17], FGSMa [18]). Some explore novel designs like GANsb [11] or
reinforcement learning [14].

Knowledge Setting

Many studies assume either white-box (e.g., [9, 17]) or gray-box (e.g., [20])
settings, where some utilize substitute models to approximate gradients [13]
or query the target model to discover adversarial perturbations in the feature space
of detectors [12]. In contrast, only a few studies adopt black-box settings
(e.g., [26, 46]), often relying on repeated queries to target detectors.

Manipulation Space Most studies (e.g., [14, 38]) perform perturbations directly in the
feature space, while a few also consider the problem space (e.g., [9]).

Classifier Types DNNs are the most common target models (e.g., [12, 17, 24–26, 38]), followed by
SVM and other classical ML models.

Trends Over Time

Earlier studies (2017–2019) often focused on gradient-based methods, white-box
assumptions, and feature-space perturbations, whereas more recent works (2020–
2024) emphasize query-efficient black-box strategies and the practical realizability
of attacks.

a Fast Gradient Sign Method
b Generative Adversarial Networks

known as the perturbation bound, if for every malicious input 𝑥, the classifier consistently
identifies any variations (e.g., 𝑥′ and 𝑥′′ in Figure 2.3 (a), which are adversarially perturbed
variations of 𝑥) within the 𝜖-bound area as malware. Conversely, the classifier is deemed
non-robust if it misclassifies such adversarial malware (e.g., 𝑥′ in Figure 2.3 (b)) as goodware.
This distinction highlights the critical need for robust defenses to ensure reliable malware
detection in adversarial settings.

To this end, recent research has explored systematic evaluation techniques—such as
explainability-guided testing frameworks—that help reveal vulnerabilities in model decision-
making under adversarial conditions [79]. To address these vulnerabilities, several defense
strategies have been proposed to enhance the adversarial robustness of ML systems [80]: 
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Figure 2.3: Illustration of (a) a robust and (b) a non-robust decision boundary within the perturbation bound 𝜖 .
Green and red dots represent benign and malicious samples, respectively.
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• Model robustification: This approach improves the adversarial robustness of ML
systems by modifying the learning algorithms. For instance, adversarially robust
optimization [53] incorporates AEs during the training phase using a min-max
optimization framework to minimize the worst-case loss. Similarly, regularization [81],
which adds a penalty term to the loss function to avoid overfitting, is another approach
to enhance the model’s resilience against adversarial perturbations.

• Input transformation: This type of defense involves transforming the input data into a
new representation using techniques such as feature squeezing [82] or autoencoders [83].
The transformed data is then fed to the model, which reduces the effect of adversarial
perturbations and makes it harder for attackers to bypass classifiers.

• AE detection: This defense strategy focuses on identifying adversarial inputs before
they are processed by the ML system. These detection methods rely on specific criteria
to distinguish valid inputs from adversarial ones, effectively filtering out potentially
harmful inputs.

Throughout this dissertation, the effectiveness of these defense mechanisms is explored
in the context of securing ML-based malware detection systems against evasion attacks.
Model robustification using adversarially robust optimization is explored in Chapters 4 and 6,
input transformation is investigated in Chapter 5, and AE detection is explored in Chapter 4.
These analyses provide a comprehensive understanding of how various defense strategies
can strengthen malware classifiers against adversarial threats.
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3
Subverting Machine Learning

in Malware Detection
Over the last decade, researchers have extensively explored the vulnerabilities of Android
malware detectors to adversarial examples through the development of evasion attacks;
however, the practicality of these attacks in real-world scenarios remains arguable. The
majority of studies have assumed attackers know the details of the target classifiers used
for malware detection, while in reality, malicious actors have limited access to the target
classifiers. This chapter introduces EvadeDroid, a problem-space adversarial attack designed
to effectively evade black-box Android malware detectors in real-world scenarios. EvadeDroid
constructs a collection of problem-space transformations derived from benign donors that
share opcode-level similarity with malware apps by leveraging an n-gram-based approach.
These transformations are then used to morph malware instances into benign ones via an
iterative and incremental manipulation strategy. The proposed manipulation technique
is a query-efficient optimization algorithm that can find and inject optimal sequences of
transformations into malware apps. Our empirical evaluations carried out on 1K malware
apps, demonstrate the effectiveness of our approach in generating real-world adversarial
examples in both soft- and hard-label settings. Our findings reveal that EvadeDroid can
effectively deceive diverse malware detectors that utilize different features with various
feature types. Specifically, EvadeDroid achieves evasion rates of 80%-95% against DREBIN,
Sec-SVM, ADE-MA, MaMaDroid, and Opcode-SVM with only 1-9 queries. Furthermore,
we show that the proposed problem-space adversarial attack is able to preserve its stealthiness
against five popular commercial antiviruses with an average of 79% evasion rate, thus
demonstrating its feasibility in the real world.

3.1 Introduction
Machine Learning (ML) continues to show promise in detecting sophisticated and zero-day
malicious programs [85–91]. However, despite the effectiveness of ML-based malware
detectors, these defense strategies are vulnerable to evasion attacks [57]. More concretely,
attackers aim to deceive ML-based malware classifiers by transforming existing malware

This chapter is based on the published paper: H. Bostani and V. Moonsamy, EvadeDroid: A Practical Evasion
Attack on Machine Learning for Black-Box Android Malware Detection, Computers & Security, vol. 139, 2024 [84].
The content remains unchanged from the published version.
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into adversarial examples (AEs) via a series of manipulations. The proliferation of Android
malware [92] has extended research into novel evasion attacks to strengthen malware
classifiers against AEs [9, 14–23, 28, 93]. However, this endeavor, which also exists for other
platforms, such as Windows, poses its own set of challenges, which we elaborate on further
below.

The first challenge pertains to the feature representation of Android applications (apps).
Making a slight modification in the feature representation of a malware app may break its
functionality [57] as malware features extracted from Android Application Packages (APKs)
are usually discrete (e.g., app permissions) instead of continuous (e.g., pixel intensity in
a grayscale image). One plausible solution is to manipulate the features extracted from
the Android Manifest file [14, 17, 21]; however, the practicality of such manipulations in
generating executable AEs is questionable for the following reasons. Firstly, modifying
features from the Android Manifest (e.g., content providers, intents, etc.) cannot guarantee the
executability of the original apps (i.e., malicious payload) [33, 93]. Secondly, adding unused
features to the Manifest file can be discarded by applying pre-processing techniques [9].
Finally, advanced Android malware detectors (e.g., [94, 95]) primarily rely on the semantics
of Android apps, which are represented by the Dalvik bytecode rather than the Manifest
files [21, 22].

Another challenge is the limitations of feature mapping techniques used to convert Android
apps from the problem space (i.e., input space) to the feature space. These techniques are
not reversible, meaning that feature-space perturbations cannot be directly translated into a
malicious app [9]. To address inverse feature-mapping problem, a common approach is to
manipulate real-world malware apps using problem-space transformations that correspond to
the features used in ML models. By applying these feature-based transformations to Android
apps, adversaries can create hazardous evasion attacks [9, 22, 23, 28]. However, finding
suitable transformations that satisfy problem-space constraints is not straightforward [9]:
Firstly, certain transformations (e.g., [24, 25]) intended to mimic feature-space perturbations
may not result in feasible AEs because they disregard feature dependencies from real-world
objects. Additionally, some transformations (e.g., [9, 23]) that meet problem-space constraints
for manipulating real objects may introduce undesired or incompatible payloads into malware
apps. These types of transformations not only might render the perturbations different from
what the attacker expects [23] but can also lead to the crashing of adversarial malware apps.

The final challenge revolves around current methods [9, 14–25] that generate AEs based
on the specifics of target malware detectors, such as the ML algorithm and feature set.
These approaches assume that attackers possess either Perfect Knowledge (PK) or Limited
Knowledge (LK) about the target classifiers. However, in real-world scenarios, adversaries
generally have Zero Knowledge (ZK) about the target malware detectors, which aligns
more closely with reality since antivirus systems operate as black-box engines that are
queried [45]. Some studies [12, 13, 20] have explored semi-black-box settings to generate
AEs by leveraging feedback from the target detectors. Nevertheless, these approaches suffer
from inefficiency in terms of evasion costs, including the high number of queries required and
the extent of manipulation applied to the input sample. Efficient querying is crucial due to
the associated costs [45] and the risk of detectors blocking suspicious queries. Additionally,
minimizing manipulation is desired as excessive manipulations could impact the malicious
functionality of apps [16].
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3.1.1 Contributions
In response to the challenges outlined earlier, we propose a comprehensive and generalized
evasion attack called EvadeDroid, which can bypass black-box Android malware classifiers
through a two-step process: (i) preparation and (ii) manipulation. The first step involves
implementing a donor selection technique within EvadeDroid to create an action set
comprising a collection of problem-space transformations, i.e., code snippets known as
gadgets. These gadgets are derived by performing program slicing on benign apps (i.e.,
donors) that are publicly available. By injecting each gadget into a malware app, specific
payloads from a benign donor can be incorporated into the malware app. Our proposed
technique utilizes an n-gram-based similarity method to identify suitable donors, particularly
benign apps that exhibit similarities to malware apps at the opcode level. Applying
transformations derived from these donors to malware apps can enable them to appear benign
or move them towards blind spots of ML classifiers. This approach aims to achieve the desired
outcome of introducing transformations that not only ensure adherence to problem-space
constraints (i.e., preserved semantics, robustness to preprocessing, and plausibility [9]) but
also lead to malware classification errors.

In the manipulation step, EvadeDroid uses an iterative and incremental manipulation
strategy to create real-world AEs. This procedure incrementally perturbs malware apps by
applying a sequence of transformations gathered in the action set into malware samples over
several iterations. We propose a search method to randomly choose suitable transformations
and apply them to malware apps. The random search algorithm, which moves malware
apps in the problem space, is guided by the labels of manipulated malware apps. These
labels are specified by querying the target black-box ML classifier. Our contributions can be
summarized as follows:

• We propose a black-box evasion attack that generates real-world Android AEs that
adhere to problem-space constraints. To the best of our knowledge, EvadeDroid is
the pioneer study in the Android domain that successfully evades ML-based malware
detectors by directly manipulating malware samples without performing feature-space
perturbations.

• We demonstrate that EvadeDroid is a query-efficient attack capable of deceiving various
black-box ML-based malware detectors through minimal querying. Specifically, our
proposed problem-space adversarial attack achieves evasion rates of 89%, 85%, 86%,
95%, and 80% against DREBIN [96], Sec-SVM [16], ADE-MA [25], MaMaDroid [95],
and Opcode-SVM [97], respectively. This chapter represents one of the pioneering
efforts in the Android domain, introducing a realistic problem-space attack in a ZK
setting.

• Our proposed attack can operate with either soft labels (i.e., confidence scores) or hard
labels (i.e., classification labels) of malware apps, as specified by the target malware
classifiers, to generate AEs.

• We assess the practicality of the proposed evasion attack under real-world constraints
by evaluating its performance in deceiving popular commercial antivirus products.
Specifically, our findings indicate that EvadeDroid can significantly diminish the



3

24 3 Subverting Machine Learning in Malware Detection

effectiveness of five popular commercial antivirus products, achieving an average
evasion rate of approximately 79%.

• In the spirit of open science and to allow reproducibility, we have made our code
available at https://github.com/HamidBostani2021/EvadeDroid.

The rest of the chapter is organized as follows: Section 3.2 reviews the most important
relevant studies, particularly in the Android domain. In Section 3.3, we provide background
information on fundamental concepts, specifically ML-based malware detectors, and briefly
discuss the practical transformations that can be used for manipulating APKs. Section 3.4
initiates by reviewing the threat model and articulating the problem definition for EvadeDroid.
Following this, an illustration of the proposed black-box attack will be presented. We evaluate
EvadeDroid’s performance in Section 3.5. Limitations and future work, along with a brief
conclusion, are presented in Section 5.6 and Section 3.7.

3.2 Related work
In the past few years, several studies have explored AEs in the context of malware, particularly
in the Windows domain. For example, Demetrio et al. [46] generated AEs in a black-box
setting by applying structural and behavioral manipulations. Song et al. [98] employed
code randomization techniques to generate real-world AEs. They proposed an adversarial
framework guided by reinforcement learning to model the action selection problem as a
multi-armed bandit problem. Sharif et al. [47] used binary diversification techniques to evade
malware detection. Khormali et al. [33] bypassed visualization-based malware detectors by
applying padding and sample injection to malware samples. Demetrio et al. [99] generated
adversarial malware by making small manipulations in the file headers of malware samples.
Rosenberg et al. [45] presented a black-box attack that perturbs API sequences of malware
samples to mislead malware classifiers.

While evasion attacks have made significant advancements in the Windows domain, their
effectiveness in the Android domain may be limited because their manipulations might not
be appropriate for altering Android malware apps in a way that can deceive existing Android
malware detectors. Over the last few years, various studies have been performed to generate
AEs in the Android ecosystem to anticipate possible evasion attacks. Table 3.1 illustrates
the threat models that were considered by researchers. Note that in the categorization of
studies under the ZK setting, adversaries should not only lack access to the details of the
target model but also have no assumptions (e.g., types of features utilized by detectors)
about it. To study feature-space AEs, Croce et al. [12] introduced Sparse-RS, a query-based
attack that generated AEs using a random search strategy. Rathore et al. [14] generated
AEs by using Reinforcement Learning to mislead Android malware detectors. Chen et
al. [15, 18] implemented different feature-based attacks (e.g., brute-force attacks) to evaluate
their defense strategies. Demontis et al. [16] presented a white-box attack to perturb feature
vectors of Android malware apps regarding the most important features that impact the
malware classification. Liu et al. [19] introduced an automated testing framework based on a
Genetic Algorithm (GA) to strengthen ML-based malware detectors. Xu et al. [20] proposed
a semi-black-box attack that perturbs features of Android apps based on the simulated
annealing algorithm. The above attacks seem impractical as they do not show how real-world
apps can be reconstructed based on feature-space perturbations.

https://github.com/HamidBostani2021/EvadeDroid
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Table 3.1: Evasion attacks in ML-based Android malware detectors.

Relevant Papers Attacker’s Knowledge Perturbation Type
PK LK ZK Problem Space Feature Space

Xu et al. [26] ✓ ✓ ✓
He et al. [27] ✓ ✓ ✓
Li et al. [11] ✓ ✓ ✓
Croce et al. [12] ✓ ✓
Zhang et al. [13] ✓ ✓ ✓
Rathore et al. [14] ✓ ✓ ✓
Chen et al. [15] ✓ ✓ ✓
Demontis et al. [16] ✓ ✓ ✓ ✓ ✓
Grosse et al. [17] ✓ ✓ ✓
Chen et al. [18] ✓ ✓ ✓
Liu et al. [19] ✓ ✓
Xu et al. [20] ✓ ✓
Berger et al. [21] ✓ ✓ ✓ ✓
Pierazzi et al. [9] ✓ ✓ ✓
Chen et al. [22] ✓ ✓ ✓
Cara et al. [23] ✓ ✓ ✓
Yang et al. [28] ✓ ✓ ✓
Li et al. [24] ✓ ✓ ✓ ✓
Li et al. [25] ✓ ✓ ✓ ✓
EvadeDroid ✓ ✓

To investigate problem-space manipulations, Grosse et al. [17] manipulated the Android
Manifest files based on the feature-space perturbations. Berger et al. [21] and Li et al. [24, 25]
used a similar approach; however, they considered both Manifest files and Dalvik bytecodes of
Android apps in their modification methods. Zhang et al. [13] introduced an adversarial attack
called ShadowDroid to generate AEs using a substitute model built on permissions and API
call features. Xu et al. [26] introduced GenDroid, a query-based attack that employed GA by
integrating an evolutionary strategy based on Gaussian Process Regression. The practicality
of these attacks is also questionable because the generated AEs might not satisfy all the
constraints in the problem space [9] (e.g., plausibility and robustness to preprocessing). For
instance, Li et al. [24] reported that 5 out of 10 manipulated apps that were validated could not
run successfully. Furthermore, unused features injected into APKs by the attacks discussed
in [13, 17, 21, 24–26] not only raise plausibility concerns but also render them susceptible
to elimination by preprocessing operator [9], especially those features incorporated into
Manifest files.

In addition to the aforementioned studies, some (e.g., [9, 22, 23, 28]) have considered
the inverse feature-mapping problem when presenting practical AEs in the Android domain.
Pierazzi et al. [9] proposed a problem-space adversarial attack to generate real-world AEs by
applying functionality-preserving transformations to the input malware apps. Chen et al. [22]
added adversarial perturbations found by a substitute ML model to Android malware apps.
Cara et al. [23] presented a practical evasion attack by injecting system API calls determined
via mimicry attack on APKs. Li et al. [11] proposed a problem-space attack called BagAmmo,
targeting function call graph (FCG) based malware detection. The main shortcoming of
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these studies is that the authors assume the adversary to have perfect knowledge [9] or limited
knowledge [22, 23] about the target classifiers (e.g., knowing the feature space or accessing
the training set), while in real scenarios (e.g., bypassing antivirus engines), an adversary
often has zero knowledge about the target malware detectors. For instance, BagAmmo [11]
assumes that the target malware detector is based on FCG, which implies that it has some
knowledge about the target model. Note that this assumption may not be applicable in all
real-world scenarios, as different malware detectors may employ diverse feature sets.

On the other hand, despite the practicality of [9] in attacking white-box malware
classifiers, the side-effect features that appear from undesired payloads injected into malware
samples may manipulate the feature representations of apps differently from what the attacker
expects [23]. Furthermore, such attacks may cause the adversarial malware to grow infinitely
in size as they do not consider the size constraint of the adversarial manipulations. The attacks
presented in [11, 22] are tailored to the target malware classifiers (i.e., DREBIN [96], and
FCG-based detectors such as MaMaDroid [95]), which means the authors did not succeed in
presenting a generalized evasion technique. Moreover, the attack in [23] has some limitations,
such as injecting incompatible APIs into Android apps or using incorrect parameters for API
calls, which can crash adversarial malware apps.

To address the aforementioned shortcomings, Yang et al. [28] proposed two attacks
named the evolution and confusion attacks, designed to evade target classifiers in a black-
box setting. However, their approach lacks details about critical issues (e.g., the feature
extraction method) and is impractical because, as reported by the authors, their attacks can
easily disrupt the functionality of APKs after a few manipulations. Demontis et al. [16]
employed an obfuscation tool to bypass Android malware classifiers, but their results
indicate a low performance for their method. He et al. [27] introduced a query-based attack
utilizing a perturbation selection tree and an adjustment policy. Nevertheless, the proposed
attack is ineffective in hard-label settings, which are crucial for most real-world scenarios.
Furthermore, in addition to the questionable plausibility of this attack, its success would
be jeopardized by the disputable assumption that perturbations in the attack’s malware
perturbation set impact the feature values of target malware detectors.

EvadeDroid addresses the limitations of existing attacks by thoroughly aiming to meet
the practical demands of real-world scenarios, such as hard-label attacking in a fully ZK
setting, query efficiency, and satisfaction of all problem-space constraints. The novelty
of our work, compared to the aforementioned studies, lies in the following aspects: (i)
EvadeDroid provides adversaries with a general tool to bypass various Android malware
detectors, as it is a problem-space evasion attack that operates in a ZK setting without any
pre-assumptions about the features and types of features employed by the target malware
detectors (Section 3.5.2). (ii) Unlike other evasion attacks, EvadeDroid directly manipulates
Android apps without relying on feature-space perturbations. Its transformations not only are
independent of the feature space but also adhere to problem-space constraints (Section 3.4.1).
(iii) EvadeDroid is simple and easy to implement in real-world scenarios (Section 3.5.4)
with proper transferability (Section 3.5.5). It is a query-efficient evasion attack that only
requires the hard labels of Android apps provided by target black-box malware detectors
(e.g., cloud-based antivirus services) (Section 3.5.2).
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3.3 Background
In this section, we present a concise overview of of the fundamental backgrounds relevant
to Android evasion attacks. This encompasses the structure of Android apps, ML-based
Android malware detection, and the adversarial transformations used for generating Android
adversarial malware.

3.3.1 Android Application Package (APK)
APK is a compressed file format with a .apk extension. APKs contain various contents
such as Resources and Assets. However, the most crucial contents, particularly for malware
detectors, are the Manifest (AndroidManifest.xml) and Dalvik bytecode (classes.dex). The
Manifest is an XML file that provides essential information about Android apps, including
the package name, permissions, and definitions of Android components. It contains all the
metadata required by the Android OS to install and run Android apps. On the other hand,
Dalvik bytecode, also known as Dalvik Executable or DEX file, is an executable file that
represents the behavior of Android apps.

Apktool [100] is a popular reverse-engineering tool for the static analysis of Android apps.
This reverse-engineering instrument can decompile and recompile Android apps. In the
decompilation process, the DEX files of Android apps are decompiled into a human-readable
code called smali. Besides the above tool, Soot [101] and FlowDroid [102] are two Java-based
frameworks that are used for analyzing Android apps. Soot extracts different information
from APKs (e.g., API calls) which are then used during static analysis. One of the advantages
of Soot for malware detection is its ability to generate call graphs; however, Soot cannot
generate accurate call graphs for all apps because of the complexity of the control flow of
some APKs. To address this shortcoming, FlowDroid, which is a Soot-based framework, can
create precise call graphs based on the app’s life cycle. It is worth noting that EvadeDroid
uses Apktool, FlowDroid, and Soot in different components of its pipeline to generate
adversarial examples.

3.3.2 ML-Based Android Malware Detection
Leveraging ML for malware detection has garnered significant interest among cybersecurity
researchers in the past decade. ML has demonstrated its potential as an effective solution in
static malware analysis, enabling the identification of sophisticated and previously unknown
malware through the generalization capabilities of ML algorithms [57]. It is important to
note that static analysis is a prominent approach for detecting malicious programs, where
apps are classified based on their source code (i.e., static features) without execution. This
approach offers fast analysis, allowing for the examination of an app’s code comprehensively,
with minimal resource usage in terms of memory and CPU [103]. In order to represent
programs for ML algorithms, various types of features are commonly employed in the static
analysis, including syntax features (e.g., requested permissions and API calls [16, 25, 96]),
opcode features (e.g., n-gram opcodes [104]), image features (e.g., grayscale representations
of bytecodes [105]), and semantic features (e.g., function call graphs [95]).
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3.3.3 Adversarial Transformations

In the programming domain, a safe transformation refers to a problem-space transformation
that maintains the semantic equivalence of the original program while ensuring its excitability.
In the adversarial malware domain, safe transformations, which guarantee preserved-
semantics constraint, can become adversarial transformations if they are also plausible and
robust to processing (refer to Appendix 3.A for additional details regarding these constraints).
Generally, in the context of Android malware detection, attackers have three types of
adversarial transformations at their disposal to manipulate malicious apps [9]: (i) feature
addition, (ii) feature removal, and (iii) feature modification. Feature addition involves adding
new elements, such as API calls, to the programs, while feature removal entails removing
contents like user permissions. Feature modification combines both addition and removal
transformations in malware programs. Most studies have primarily focused on feature
addition, as removing features from the source code is a complex operation that may cause
malware apps to crash. Code transplantation [9, 28], system-predefined transformation [23],
and dummy transformation [17, 21, 22, 24, 25] are three potential methods for adding features
to manipulate Android apps. However, two main issues arise when considering feature
additions:

(i) What specific content should be included. By deriving problem-space transformations
from feature-space perturbations, the attacker aims to ensure that the additional contents (e.g.,
API calls, Activities, etc.) are guaranteed to appear in the feature vector of the manipulated
malware app [9]. Therefore, attackers may either use dummy contents (e.g., functions,
classes, etc.) [22] or system-predefined contents (e.g., Android system packages) [23] for this
purpose. As the plausibility of these transformations is debatable due to the potential lack
of complete inconspicuousness, malicious actors may also make use of content present in
already-existing Android apps. The automated software transplantation technique [106] can
then be used to allow attackers to successfully carry out safe transformations. They extract
some slices of existing bytecodes from benign apps (i.e., donor) during the organ harvesting
phase, and the collected payloads are injected into malware apps in the organ transplantation
phase.

(ii) Where contents should be injected. New contents must preserve the semantics of
malware samples; therefore, they should be injected into areas that cannot be executed during
runtime. For example, new contents can be added after RETURN instructions [16] or inside
an IF statement that is always false [9]. However, these injected contents are not robust
to preprocessing if static analysis can discard unreachable code. One creative idea to add
unreachable code that is undetectable is the use of opaque predicates [107]. In this approach,
new contents are injected inside an IF statement where its outcome can only be determined
at runtime [9].

3.4 Proposed Attack
Here we first review the threat model and the problem definition of EvadeDroid. Subsequently,
we will offer an illustration of the proposed attack.
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3.4.1 Threat Model
Adversarial Goal. The purpose of EvadeDroid is to manipulate Android malware samples
in order to deceive static ML-based Android malware detectors. The proposed attack is an
untargeted attack [108] designed to mislead binary classifiers utilized in Android malware
detection, causing Android malware apps to be misclassified. In other words, EvadeDroid’s
objective is to trick malware classifiers into classifying malware samples as benign.
Adversarial Knowledge. The proposed evasion attack has black-box access to the target
malware classifier. Therefore, EvadeDroid does not have knowledge of the training data
𝐷, the feature set 𝑋 , or the classification model 𝑓 (i.e., the classification algorithm and its
hyperparameters). The attacker can only obtain the classification results (e.g., hard labels or
soft labels) by querying the target malware classifier.
Adversarial Capabilities. EvadeDroid is designed to deceive black-box Android malware
classifiers during their prediction phase. Our attack manipulates an Android malware app by
applying a set of safe transformations, known as Android gadgets (i.e., slices of the benign
apps’ bytecode), which are optimized through interactions with the black-box target classifier.
To ensure adherence to problem-space constraints, EvadeDroid leverages a previous tool [9],
for extracting and injecting gadgets. Furthermore, in order to avoid major disruptions to apps,
the manipulation process of a malware app is conducted gradually, making it resemble benign
apps. This is achieved by injecting a minimal number of gadgets extracted from benign apps
into the malware app, and the process continues until the malware app is misclassified or
reaches the predefined evasion cost. In addition to the problem-space constraints discussed in
previous research [9], EvadeDroid must also adhere to two additional constraints highlighting
the significance of minimizing evasion costs:

• Number of queries. EvadeDroid is a decision-based adversarial attack that aims to
generate AEs while minimizing the number of queries, thus reducing the associated
costs [45].

• Size of adversarial payloads. In order to generate executable and visually inconspicuous
AEs, such as those with minimal file size [46], EvadeDroid aims to minimize the size
of injected adversarial payloads.

It is worth mentioning, each gadget consists of an organ, which represents a slice of
program functionality, an entry point to the organ, and a vein, which represents an execution
path that leads to the entry point [9]. EvadeDroid extracts gadgets from benign apps by
identifying entry points, which are typically API calls, through string analysis. The proposed
attack assumes that the benign apps used for gadget extraction are not obfuscated, particularly
in terms of their API calls. This is because EvadeDroid relies on string analysis to identify
entry points, which limits its ability to extract gadgets from obfuscated apps. The gadget
injection is considered successful when both the classification loss value of the manipulated
app increases and the injected adversarial payload conforms to the predefined size of the
adversarial payload. Additionally, the injected gadgets are placed within the block of an
obfuscated condition statement that is always evaluated as False during runtime and cannot
be resolved during design time.
Defender’s Capabilities. The study conducted in this chapter assumes that the target ML
models do not employ adaptive defenses that are aware of the operations performed by
EvadeDroid due to disclosing detectors’ vulnerability to EvadeDroid. Specifically, these
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target models are unable to enhance their resilience by incorporating AEs generated by
EvadeDroid during adversarial training. Furthermore, they lack the capability to detect and
block queries from EvadeDroid if they become suspicious of its origin. Importantly, our
analysis suggests that EvadeDroid can still be effective even if we relax the second assumption
regarding the defender’s capabilities. This is supported by empirical evidence demonstrating
that our attack often requires only a minimal number of queries to generate AEs.

3.4.2 Problem Definition
Suppose 𝜙 : 𝑍 → 𝑋 ⊂ R𝑛 is a feature mapping that encodes an input object 𝑧 ∈ 𝑍 to a
feature vector 𝑥 ∈ 𝑋 with dimension 𝑛. We denote this as 𝜙(𝑍) = 𝑋 . Here, 𝑍 represents the
input space of Android applications, and 𝑋 represents the feature space of the app’s feature
vectors. Furthermore, let 𝑓 : 𝑋 → R2 and 𝑔 : 𝑋 × 𝑌 → R denote a malware classifier and
its discriminant function, respectively. The function 𝑓 assigns an Android app 𝑧 ∈ 𝑍 to a
class 𝑓 (𝜙(𝑧)) = arg max𝑦=0,1 𝑔𝑦 (𝜙(𝑧)), where 𝑦 = 1 indicates that 𝑧 is a malware sample
and vice versa. The confidence score (soft label) for classifying 𝑧 into class 𝑦 is denoted as
𝑔𝑦 (𝜙(𝑧)). Let 𝑇 : 𝑍 𝛿⊆Δ−→ 𝑍 be a transformation function, denoted as 𝑇𝛿⊆Δ (𝑧) = 𝑧′ or simply
𝑇𝛿 (𝑧) = 𝑧′, which transforms 𝑧 ∈ 𝑍 to 𝑧′ ∈ 𝑍 by applying a sequence of transformations
𝛿 ⊆ Δ such that 𝑧 and 𝑧′ have the same functionality. Here, Δ = {𝛿1, 𝛿2, ..., 𝛿𝑛} represents an
action set consisting of safe manipulations (transformations). Each 𝛿𝑖 ∈ Δ can independently
preserve the functionality of a malware sample when applied.

The objective of the proposed evasion attack in this chapter is to generate an adversarial
example 𝑧∗ ∈ 𝑍 for a given malware app 𝑧 ∈ 𝑍 by applying a minimal sequence of
transformations 𝛿 ⊆ Δ to the app, using at most 𝑄 queries, while ensuring that the amount
of injected adversarial payloads is equal to or lower than 𝛼. This can be formulated as the
following optimization problem:

min
𝛿⊆Δ

|𝛿 |

s.t. 𝑓 (𝜙(𝑇𝛿 (𝑧))) ≠ 𝑓 (𝜙(𝑧))
𝑞 ≤ 𝑄
𝑐(𝑇𝛿 (𝑧), 𝑧) ≤ 𝛼

(3.1)

where |𝛿 | denotes the cardinality of 𝛿. Additionally, 𝑄 and 𝛼 represent the evasion cost
constraints of EvadeDroid, indicating the maximum query budget and the maximum size
of adversarial payloads, respectively. The size of adversarial payloads refers to the relative
increase in the size of a malware sample after applying 𝛿, and it is measured using the
following payload-size cost function:

𝑐(𝑇𝛿 (𝑧), 𝑧) =
[𝑇𝛿 (𝑧)] − [𝑧]

[𝑧] × 100 (3.2)

where [.] represents the size of an APK. Equation (3.1) can be translated into the following
optimization problem to find an optimal subset of transformations in the action set:
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arg max
𝛿⊆Δ

𝑔𝑦=0 (𝜙(𝑇𝛿 (𝑧)))

s.t. 𝑞 ≤ 𝑄
𝑐(𝑇𝛿 (𝑧), 𝑧) ≤ 𝛼

(3.3)

Equation (3.3) outlines our objective to identify an optimal subset of problem-space
transformations 𝛿 within the action set Δ that leads to misclassification. Specifically, the
optimization aims to enhance the confidence score of classifiers in classifying 𝜙(𝑇𝛿 (𝑧)), the
feature representation of 𝑧 modified by applying 𝛿, towards the benign class indicated by 0.
Note that the optimization solver is tasked with identifying the optimal 𝛿 with a maximum of
𝑄 queries, given that the adversarial payloads do not alter the size of 𝑧 beyond 𝛼.

3.4.3 Methodology
The primary goal of EvadeDroid is to transform a malware app into an adversarial app in such
a way that it retains its malicious behavior but is no longer classified as malware by ML-based
malware detectors. This is achieved through an iterative and incremental algorithm employed
in the proposed attack, which aims to disguise malware APKs as benign ones. The attack
algorithm generates real-world AEs from malware apps using problem-space transformations
that satisfy problem-space constraints. These transformations are extracted from benign
apps in the wild, which are similar to malware apps using an n-gram-based similarity. In this
approach, a random search algorithm is used to optimize the manipulations of apps. Each
malware app undergoes incremental manipulation during the optimization process, where a
sequence of transformations is applied in different iterations. Before delving into the details
of the methodology, we offer a brief overview of n-grams and random search.
n-Grams are contiguous overlapping sub-strings of items (e.g., letters or opcodes) with a
length of 𝑛 from the given samples (e.g., texts or programs). This technique captures the
frequencies or existence of a unique sequence of items with a length of 𝑛 in a given sample.
In the area of malware detection, several studies have used n-grams to extract features from
malware samples [109–113]. These features can be either byte sequences extracted from
binary content or opcodes extracted from source codes. n-Grams opcode analysis is one of
the static analysis approaches for detecting Android malware that has been investigated in
various related works [97, 114–117]. To conduct such an analysis, the DEX file of an APK
is disassembled into smali files. Each smali file corresponds to a specific class in the source
code of the APK that contains variables, functions, etc. n-Grams are extracted from the
opcode sequences that appear in different functions of the smali files.
Random Search (RS) [118] is a simple yet highly exploratory search strategy that is used
in some optimization problems to find an optimal solution. It relies entirely on randomness,
which means RS does not require any assumptions about the details of the objective function
or transfer knowledge (e.g., the last obtained solution) from one iteration to another. In the
general RS algorithm, the sampling distribution 𝑆 and the initial candidate solution 𝑥 (0) are
defined based on the feasible solutions of the optimization problem. Then, in each iteration
𝑡, a solution 𝑥 (𝑡 ) is randomly generated from 𝑆 and evaluated using an objective function
regarding 𝑥 (𝑡−1) . This process continues through different iterations until the best solution is
found or the termination conditions are met. It’s noteworthy that RS can be a search strategy
with high query efficiency in generating AEs [12].
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Figure 3.1: Overview of EvadeDroid’s pipeline.

The workflow of the attack pipeline is illustrated in Figure 3.1, which consists of two
phases: (i) preparation and (ii) manipulation.

3.4.3.1 Preparation
The primary objective of this step is to construct an action set comprising a collection of safe
transformations that can directly manipulate Android applications. Each transformation in
the action set should be capable of altering APKs without causing crashes while preserving
their functionality. Program slicing [119], implemented in [9], is utilized in this chapter
to extract the gadgets that make up the transformations collected in the action set. During
the preparation step, two important considerations are determining appropriate donors and
identifying suitable gadgets. Employing effective gadgets enables the modification of a set
of features that can alter the classifier’s decision. EvadeDroid achieves this by executing the
following two sequential steps:

a) Donor selection. EvadeDroid selects donors from a pool of benign apps in order to mimic
malware instances as benign ones. While it is possible to extract gadgets from any available
benign app, collecting transformations from a large corpus of apps is computationally
expensive due to the complexity of the program-slicing technique used for organ harvesting.
Additionally, identifying potential donors resembling malware apps can lead to obtaining
transformations that facilitate disguising malware apps as benign. This is because malware
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apps that share similarities with benign ones may require fewer transformations to become
AEs. In this chapter, EvadeDroid adopts a strategy of limiting the number of donors, i.e.,
choosing donors from the pool of benign apps that resemble malware apps. Our empirical
results demonstrate that utilizing transformations from such benign apps accelerates the
process of converting malware apps into benign ones, resulting in a reduced number of
queries and transformations required for manipulation (refer to Appendix 3.B for more
details).

More specifically, by utilizing the extracted gadgets from these donors, EvadeDroid
can generate effective adversarial perturbations by considering both feature and learning
vulnerabilities [8, 120]. Figure 3.2 provides a conceptual representation of EvadeDroid’s
performance in evading the target classifier. As depicted in Fig. 3.2, incorporating segments
of benign apps that resemble malware apps can either make malware apps look benign
(𝑇𝛿 (𝑧) = 𝑧∗1 where 𝛿 = {𝛿1, 𝛿2, 𝛿3}), or shift them towards the blind spots of the target
classifier (e.g., 𝑇𝛿 (𝑧) = 𝑧∗2 where 𝛿 = {𝛿4, 𝛿5}). Note that some sequences of transformations
may fail to generate successful AEs (e.g., {𝛿6, 𝛿7}). In this work, we employ an 𝑛-gram-based
opcode technique to assess the similarities between malware and benign samples. Extracting
𝑛-gram opcode features enables automated feature extraction from raw bytecodes, allowing
EvadeDroid to measure the similarity between real objects without requiring knowledge of the
feature vector of Android apps in the feature space of the target black-box malware classifiers.
We extract 𝑛-grams following typical approaches found in the literature (e.g., [104, 121]), but
with a focus on opcode types rather than the opcodes themselves. The 𝑛-gram opcode feature
extraction utilized in the study conducted this chapter involves the following main steps:

1. Disassemble Android application’s DEX files into smali files using Apktool.

2. Discard operands and extract 𝑛-grams from the types of all opcode sequences in each
smali file belonging to the app. For example, consider a sequence of opcodes in a
smali file: I: if-eq M: move G: goto I: if-ne M: move-exception G: goto/16 M:
move-result. In this case, we have 7 opcodes with 3 types (i.e., 𝐼, 𝑀, 𝐺). Note IM,
MG, GI, GM are all unique 2-grams that appeared in the given sequence.

3. Map the extracted feature sets to a feature space 𝐻 by aggregating all observable
𝑛-grams from all APKs.

4. Create a feature vector ℎ ∈ 𝐻 for each app, where each element of ℎ indicates the
presence or absence of a specific 𝑛-gram in the app.

Suppose 𝑀 and 𝐵 represent the sets of malware and benign apps, respectively, available
to EvadeDroid. The similarity between each pair of a malware app 𝑚𝑖 ∈ 𝑀 and a benign
app 𝑏 𝑗 ∈ 𝐵 is determined by measuring the containment [104, 121] of 𝑏 𝑗 in 𝑚𝑖 using the
following approach:

𝜎(𝑚𝑖 , 𝑏 𝑗 ) =
|𝑣(𝑚𝑖) ∩ 𝑣(𝑏 𝑗 ) |
|𝑣(𝑏 𝑗 ) |

(3.4)

where 𝑣(𝑚𝑖) and 𝑣(𝑏 𝑗 ) represent the sets of features with values of 1 in ℎ𝑚𝑖
and ℎ𝑏 𝑗

,
respectively, and |.| denotes the number of features. Specifically, |𝑣(𝑚𝑖) ∩ 𝑣(𝑏 𝑗 ) | denotes the
number of common features between 𝑚𝑖 and 𝑏 𝑗 . It is worth emphasizing that most Android



3

34 3 Subverting Machine Learning in Malware Detection

Figure 3.2: The functionality of EvadeDroid in generating real-world adversarial malware apps. The dark red and
dark green samples are, respectively, the inaccessible malware and benign samples that have been used for training
the malware classifier. Light red and light green samples represent, respectively, accessible malware and benign
samples in the wild. The blue and purple samples are manipulated malware apps and AEs, respectively.

malware apps are created using repackaging techniques, where attackers disguise malicious
payloads in legitimate apps [122]. Therefore, we consider the containment of benign samples
in malware samples to determine the similarities between each pair of malware and benign
samples. To identify suitable donors, we calculate a weight for each benign app 𝑏𝑖 ∈ 𝐵
according to equation (3.4):

𝑤𝑏 𝑗
=

∑
∀𝑚𝑖∈𝑀 𝜎(𝑚𝑖 , 𝑏 𝑗 )

|𝑀 | (3.5)

where |𝑀 | represents the number of malware apps. We then sort the benign apps in descend-
ing order based on their corresponding weights. Finally, we select the top-𝑘 benign apps as
suitable donors for gadget extraction. Note that 𝑤𝑏 𝑗

reflects how closely 𝑏 𝑗 aligns with the
distribution of malware apps, offering a measure of its resemblance to the characteristics of
malware.

b) Gadget extraction. We collect gadgets based on the desired functionality we aim to
extract from donors. EvadeDroid intends to simulate malware samples to benign ones
from the perspective of static analysis; therefore, the payloads responsible for the key
semantics of donors are proper candidates for extraction. To access the semantics of Android
applications, EvadeDroid extracts the payloads containing API calls (i.e., the code snippet
encompassing an API call and all its associations) since API calls represent the main
semantics of apps [123, 124]. An API call is an appropriate point in the bytecode of an APK
because the snippets encompassing the API calls are related to one of the app semantics. In
sum, gadget extraction from donors consists of the following main steps:

1. Disassemble DEX files of donors into smali files by using Apktool.

2. Perform string analysis on each app to identify all API calls in its smali files.
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Algorithm 3.1: Generating a real-world adversarial example.
Input: 𝑧: the original malware sample; Δ: the action set; 𝐿: the objective function;

𝜙: the feature mapping function; 𝑐: the payload-size cost function; 𝑄: the
query budget; 𝛼: the allowed adversarial payload size.

Output: 𝑧∗: an adversarial example; 𝛿: an optimal transformations.
1 𝑞 ← 1 ;
2 𝑧∗ ← 𝑧;
3 𝐿𝑏𝑒𝑠𝑡 ←-∞;
4 𝛿← Ø;
5 while 𝑞 ≤ 𝑄 and 𝑧∗ is classified as a malware do
6 𝜆← Select a transformation randomly from Δ \𝛿;
7 𝑧′ ← 𝑇𝜆 (𝑧∗);
8 𝑙 = 𝐿 (𝜙(𝑧′));
9 if 𝑐(𝑧, 𝑧′) ≤ 𝛼 then

10 if 𝐿𝑏𝑒𝑠𝑡 ≤ 𝑙 then
11 𝐿𝑏𝑒𝑠𝑡 ← 𝑙;
12 𝑧∗ ← 𝑧′;
13 𝛿← 𝛿 ∪ 𝜆
14 end
15 end
16 end
17 return 𝑧∗, 𝛿

3. Extract the gadgets associated with the collected API calls from each app.

Ultimately, the action set Δ is formed by taking the union of the extracted gadgets.

3.4.3.2 Manipulation
We employ Random Search (RS) as a simple black-box optimization method to solve
equation (3.3). Specifically, for each malware sample 𝑧, EvadeDroid utilizes RS to find an
optimal subset of transformations 𝛿 in order to generate an adversarial example 𝑧∗. RS offers
a significant advantage in terms of query reduction compared to other heuristic optimization
algorithms, such as Genetic Algorithms (GAs). This is because RS only requires one query
in each iteration to evaluate the current solution. Algorithm 3.1 outlines the key steps of
the manipulation component in the proposed problem-space evasion attack. As depicted in
Algorithm 3.1, the RS method randomly selects a transformation 𝜆 from the action set Δ
to generate 𝑧∗ for 𝑧. Subsequently, based on the adversarial payload size 𝛼, the algorithm
applies 𝜆 to 𝑧 only if it can improve the objective function 𝐿 defined in equation (3.3), which
corresponds to the discriminant function of the target classifier for 𝑦 = 0.
Hard-label Setting. In Algorithm 3.1, we assume that our attack has access to the soft label
of the target classifier. This means that EvadeDroid can obtain the confidence score provided
by the black-box classification model when making queries. However, in real-world scenarios,
such as antivirus systems, the target classifier may only provide hard labels (i.e., classification
labels) for Android apps. This chapter considers two approaches, namely optimal and
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Figure 3.3: Applying a problem-space transformation (i.e., gadget) into a malware app involves injecting the gadget
extracted from an API call entry point (e.g., SmsManager) in a donor into an obfuscated false condition statement
within the malware app. The code snippets are displayed in Java representation to facilitate better understanding.

non-optimal hard-label attacks, to address this challenge. In the optimal hard-label attack,
the adversary aims to generate AEs by applying minimal transformations. To achieve this,
EvadeDroid modifies the objective function of the proposed RS algorithm (i.e., equation (3.3))
by maximizing the following objective function, while considering the evasion cost:

arg max
𝛿⊆Δ

𝑠(𝑇𝛿 (𝑧))

s.t. 𝑞 ≤ 𝑄
𝑐(𝑇𝛿 (𝑧), 𝑧) ≤ 𝛼

(3.6)

where 𝑄 (i.e., number of queries) and 𝛼 (i.e., size of adversarial payloads) represent evasion
cost budgets, and 𝑐 denotes the payload-size cost function (equation (3.2)). Moreover, 𝑠 is
the following similarity function:

𝑠(𝑎) = max
∀𝑏∈𝐵

|𝑣(𝑎) ∩ 𝑣(𝑏) |
∥ℎ𝑎 − ℎ𝑏∥1

(3.7)

where 𝐵 represents all available benign apps in the wild. 𝑣(𝑎) and 𝑣(𝑏) represent the sets of
features with values of 1 in ℎ𝑎 (i.e., the feature vector of 𝑎) and ℎ𝑏 (i.e., the feature vector of
𝑏), respectively, and |.| denotes the number of features. Furthermore, ∥ℎ𝑎 − ℎ𝑏∥1 denotes the
sum of the absolute differences (i.e., 𝑙1-norm) between the opcode-based feature vectors of 𝑎
and 𝑏. The 𝑙1-norm enhances the accuracy of our similarity measurement, particularly in
scenarios where the number of common features between various pairs of malware samples
and benign samples is the same, aiding EvadeDroid in identifying the maximum similarity.
Note that equation (3.7) aims to measure the similarity between two apps based on not only
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a large set of common features but also a small distance. The underlying idea behind the
introduced objective function is rooted in our primary approach to misleading malware
classifiers. In other words, a transformation can be applied to a malware app if it maintains
or increases the maximum similarity between the malware app and available benign apps.

On the other hand, in the non-optimal hard-label attack, EvadeDroid applies random
transformations to malware until it creates an AEs or reaches the predefined query budget.
Specifically, in this setting, EvadeDroid randomly selects and applies a transformation from
the action set to the malware app in each query. The target classifier is then queried to
determine the label of the modified app. If the label indicates that the app is still classified as
malware, EvadeDroid repeats this process.

It is important to highlight that Figure 3.3 depicts the procedure of manipulating an
Android malware app through a problem-space transformation, specifically injecting an
extracted gadget into a malware app. For more detailed information on the implementation
of EvadeDroid, we refer the reader to 3.C.

3.5 Simulation Results
In this section, we empirically assess the performance of EvadeDroid in deceiving various
academic and commercial malware classifiers. Our experiments aim to answer the following
research questions:
RQ1. How does the evasion cost affect the performance of EvadeDroid? (Section 3.5.2)
RQ2. Is EvadeDroid a versatile attack that can evade different Android malware detectors
without relying on any specific assumptions? (Section 3.5.2)
RQ3. How does the performance of EvadeDroid compare to other similar attacks? (Sec-
tion 3.5.3)
RQ4. Is EvadeDroid applicable in real-world scenarios? (Section 3.5.4)
RQ5. How does EvadeDroid demonstrate its performance despite the restriction of not being
able to query the target detectors? (Section 3.5.5)
RQ6. How does the proposed RS-based manipulation strategy affect the performance of
EvadeDroid? (Section 3.5.6)

All experiments have been run on a Debian Linux workstation with an Intel (R) Core
(TM) i7-4770K, CPU 3.50 GHz, and 32 GB RAM.

3.5.1 Experimental Setup
Here, we provide an overview of the target detectors, datasets, and evaluation metrics we
consider in our experiments.

3.5.1.1 Target Detectors
To ensure that our conclusions are not limited to a specific type of malware detection, we
evaluate EvadeDroid against various malware detectors to demonstrate the effectiveness
of the proposed attack. In particular, our evaluation focuses on assessing EvadeDroid’s
performance against well-known Android malware detection models, namely DREBIN [96],
Sec-SVM [16], ADE-MA [25], MaMaDroid [95], and Opcode-SVM [97]. These models
have been extensively studied in the context of detecting problem-space adversarial attacks
in the Android domain [9, 13, 17, 22, 24]. For more details about these detectors, please
refer to Appendix 3.D.
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Table 3.2: Datasets used in our experiments.

Dataset
No. of

Benign samples
No. of

Malware Samples
Relevant

Experiment

Inaccessible Dataset
(Training Samples)

10K 2K Section 3.5.2, Section 3.5.3,
Section 3.5.5

90K 10K Section 3.5.5
Accessible Dataset

(EvadeDroid’s samples) 2K 1K All

3.5.1.2 Dataset
We evaluate the performance of EvadeDroid using the dataset provided in [9]. This dataset
consists of ≈ 170𝐾 samples, each represented using the DREBIN [96] feature set. The
samples are feature representations of Android apps collected from AndroZoo [125] and
labeled by [9] using a threshold-based labeling approach. These collected apps were
published between January 2017 and December 2018. According to the labeling criteria
in [9], an APK is considered malicious or clean if it has been detected by any 4+ or 0
VirusTotal (VT) [126] engines, respectively. It is important to note that the threshold-based
labeling approach does not rely on specific engines but considers the number of engines
involved [127]. Therefore, the engines used for labeling may vary from sample to sample.

Table 3.2 presents the specifications of datasets utilized in the study conducted in this
chapter where their samples were randomly chosen from the collected data provided in [9].
It’s worth mentioning that there is no overlap between the inaccessible and accessible datasets.
EvadeDroid exclusively makes use of the accessible dataset, which comprises 2𝐾 benign
samples for donor selection and 1𝐾 malware samples for the creation of AEs. To fulfill
the requirement of direct utilization of apps in our problem-space attack, we collect 3𝐾
apps corresponding to EvadeDroid’s accessible samples from AndroZoo, based on the apps’
specifications provided with the dataset [9]. Our study conducted in this chapter employs
two training sets with different scales (i.e., 12𝐾 and 100𝐾) for training classifiers. The
proportion between benign and malware samples in the training sets is chosen to avoid
spatial dataset bias [128]. Figure 3.4 illustrates the temporal distribution of the smaller
training set, demonstrating the absence of temporal bias as these apps were published across
various months. The larger training set follows a similar distribution. In Section 3.5.2,
Section 3.5.3, and Section 3.5.5, a training set with a reasonable size (i.e., 12𝐾) is used
due to the time-consuming preprocessing required by the apps in the MaMaDroid and
Opcode-SVM, especially the former. Note that MaMaDroid and Opcode-SVM employ their
own distinct feature representations, which differ from the DREBIN feature representation
used in [9]. Therefore, to provide the training set for these detectors, we have to directly
collect all considered apps in the training set from AndroZoo based on the specifications
provided by [9]. Subsequently, the apps are embedded in the MaMaDroid and Opcode-SVM
feature spaces using a feature extraction method. In the second evaluation conducted in
Section 3.5.5, we employ a larger training set (incl., 100𝐾 samples) to train DREBIN and
Sec-SVM in order to illustrate the impact of a larger training set on EvadeDroid. It is
important to highlight that our empirical evaluation shows that training classifiers with more
samples does not significantly alter the performance of EvadeDroid.
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Figure 3.4: The temporal distribution of training samples. The dataset [9] lacked clarity regarding the release dates
of the ≈ 1.5𝐾 samples in our training set.

3.5.1.3 Evaluation Metrics
We utilize the True Positive Rate (TPR) and False Positive Rate (FPR) as performance
metrics for evaluating the effectiveness of malware classifiers in detecting Android malware.
In Figure 3.5, we present the Receiver Operating Characteristic (ROC) curves of DREBIN,
Sec-SVM, ADE-MA, MaMaDroid, and Opcode-SVM, the Android malware detectors used
in this chapter, on the 12𝐾 training samples in the absence of our proposed attack. Note that
the ROC curves were generated using 10-fold cross-validation. In addition to these metrics,
we introduce the Evasion Rate (ER) and Evasion Time (ET) as EvadeDroid’s performance
assessment metrics in deceiving malware classifiers. ER is calculated as the ratio of correctly
detected malware samples that are able to evade the target classifiers after manipulation
to the total number of correctly classified malware samples. ET represents the average
time, expressed in seconds, required by EvadeDroid to generate an AE, encompassing both
optimization and query times. Note that the optimization time primarily consists of the
execution times of random search, injecting problem-space transformations, and performing
feature extraction to represent manipulated apps within the feature space. Further details of
our experimental settings can be found in Appendix 3.E.

Figure 3.5: ROC curves of DREBIN, Sec-SVM, ADE-MA, MaMaDroid, and Opcode-SVM in the absence of
adversarial attacks. The regions with translucent colors that encompass the lines are standard deviations.
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3.5.2 Evasion Costs and Generalizability
This section first examines the influence of the allowed adversarial payload size 𝛼 and
the query budget 𝑄 on the performance of EvadeDroid to answer RQ1. Specifically, the
evasion rates of EvadeDroid in fooling various malware detectors under different adversarial
payload sizes and query numbers are depicted in Figure 3.6. Fig. 3.6 (a) demonstrates that
the evasion rate is influenced by the size of the adversarial payload, as increasing the size
allows EvadeDroid to modify more malware applications. However, we observed that for
𝛼 ≥ 30%, the impact on the evasion rate becomes less significant, as most sequences of viable
transformations almost reach a plateau at 𝛼 = 30%. Furthermore, no further improvement in
evasion rates is observed beyond 𝛼 = 50%. In addition to the adversarial payload size, the
query budget is another constraint that affects the evasion rate of EvadeDroid. Fig. 3.6 (b)
presents a comparison of the effect of different query numbers on the evasion rates of
EvadeDroid against various malware detectors, with an allowed adversarial payload size of
𝛼 = 50%. As can be seen in Fig. 3.6 (b), EvadeDroid requires a larger number of queries to
generate successful AEs for bypassing Sec-SVM as compared to other detectors. This can be
attributed to the fact that Sec-SVM, being a sparse classification model, relies on a greater
number of features for malware classification compared to other classifiers. Consequently,
EvadeDroid needs to apply more transformations to malware apps in order to deceive this
more resilient variant of DREBIN. Additionally, Fig. 3.6 (b) demonstrates that a query
budget of 𝑄 = 20 is nearly sufficient for EvadeDroid to achieve maximum evasion rate when
attempting to bypass a malware detector. It is important to highlight that for the remaining
experiments of the chapter, we have chosen to use 𝑄 = 20 and 𝛼 = 50% as they yield the
optimal performance for EvadeDroid.

To answer RQ2, we conduct an experiment involving various malware detectors and
different attack settings. Specifically, we include DREBIN, SecSVM, ADE-MA, MaMaDroid,
and Opcode-SVM to cover different ML algorithms (i.e., linear vs. non-linear malware
classifiers, and gradient-based vs. non-gradient-based malware classifiers) and diverse
features (i.e., discrete vs. continuous features, and syntax vs. opcode vs. semantic features).

Figure 3.6: ERs of EvadeDroid operating in the soft-label setting in deceiving different Android malware detectors
in terms of (a) different queries and (b) different adversarial payload sizes.
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Table 3.3: Effectiveness of EvadeDroid in misleading different malware detectors when 𝑄 = 20 and 𝛼 = 50%.
NoQ, NoT, and AS denote Avg. No. of Queries, Avg. No. of Transformations, and Avg. Adversarial Payload Size,
respectively.

Type of Threat Target Model ER ET NoQ NoT AS

Soft Label

DREBIN 88.9% 210.3s 3 2 15.5%
Sec-SVM 85.1% 495.4s 9 4 16.4%
ADE-MA 86.0% 126.2s 2 1 16.3%
MaMaDroid 94.8% 131.4s 1 1 15.9%
Opcode-SVM 79.6% 114.1s 3 2 18.3%

Optimal
Hard Label

DREBIN 84.5% 240.6s 4 2 16.2%
Sec-SVM 82.6% 613.1s 9 6 16.5%
ADE-MA 84.4% 121.2s 2 1 16.3%
MaMaDroid 94.8% 133.7s 1 1 15.9%
Opcode-SVM 74.1% 101.2s 2 1 18.2%

Non-optimal
Hard Label

DREBIN 79.7% 357.2s 4 4 16.9%
Sec-SVM 78.2% 782.8s 9 9 17.3%
ADE-MA 82.7% 157.3s 2 2 16.4%
MaMaDroid 94.8% 132.6s 1 1 15.9%
Opcode-SVM 66.6% 76.2s 1 1 18.3%

Additionally, we explore different attack settings (soft label vs. hard label) to demonstrate
EvadeDroid’s adaptability in various scenarios. The performance of the proposed attacks
under different settings and malware detectors is presented in Table 3.3. As shown in
this table, EvadeDroid demonstrates effective evasion capabilities against various malware
detectors, including DREBIN, Sec-SVM, and ADE-MA with syntax binary features, as
well as MaMaDroid with semantic continuous features and Opcode-SVM with opcode
binary features. The evaluation also reveals that EvadeDroid performs similarly well in the
optimal hard-label setting compared to the soft-label setting. It is important to note that the
comparison between soft-label attacking and non-optimal hard-label attacking highlights the
influence of optimizing manipulations on the performance of EvadeDroid against different
detectors. While only applying transformations to malware apps is sufficient for MaMaDroid,
optimizing manipulations can enhance EvadeDroid’s effectiveness against other detectors,
especially Opcode-SVM. For instance, our findings shown in Table 3.3 demonstrate a
13% improvement in the ER of EvadeDroid when targeting Opcode-SVM in the soft-label
setting, compared to the non-optimal hard-label setting. Furthermore, when operating in the
soft-label setting, EvadeDroid requires notably fewer transformations to bypass DREBIN
and Sec-SVM, as compared to the non-optimal hard-label setting (e.g., 4 vs. 9 for Sec-SVM),
which confirms the effectiveness of EvadeDroid in solving the optimization problem defined
in equation (3.1). Table 3.3 further illustrates that our optimization leads to a substantial
reduction in ET compared to the non-optimal hard-label setting. Specifically, for DREBIN
and Sec-SVM, this leads to a time reduction of ≈ 41% and ≈ 37%, respectively. This
significant enhancement can be attributed to the reduction in the number of transformations,
achieved through the utilization of our proposed optimization technique. Note that ET brings
attention to the varying time overheads associated with the feature extraction process used
to compute objective values when attacking different target detectors. For example, while
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NoQ and NoT are the same in attacking MaMaDroid and Opcode-SVM in the non-optimal
hard-label setting, the ET for MaMaDroid is significantly higher than that for Opcode-SVM.
The observed distinction is rooted in the considerable time consumption of the feature
extraction process in MaMaDroid.

In summary, the results demonstrate that the proposed adversarial attack is a versatile
black-box attack that does not make assumptions about target detectors, including the ML
algorithms or the features used for malware detection. Furthermore, it can operate effectively
in various attack settings.

3.5.3 EvadeDroid vs. Other Attacks
To answer RQ3, we conduct an empirical analysis to assess how EvadeDroid performs in
comparison to other similar attacks. To establish a comprehensive evaluation of EvadeDroid,
we consider four baseline attacks: PiAttack1 [9], Sparse-RS [12], ShadowDroid [13], and
GenDroid [26] operating in white-box, gray-box, semi-black-box, and black-box settings,
respectively. These attacks serve as suitable benchmarks, allowing us to assess the perfor-
mance of EvadeDroid from different perspectives, such as evasion rate and the number of
queries. Similar to EvadeDroid, Sparse-RS, ShadowDroid, and GenDroid generate AEs
by querying the target detectors. Additionally, PiAttack is a problem-space adversarial
attack that employs a similar type of transformation to generate AEs. Although PiAttack
is a white-box evasion attack, it establishes a benchmark for optimal evasion performance,
facilitating the evaluation of the comparative effectiveness of other attacks with limited or zero
knowledge about the targeted detectors. For further information about these attacks, please
refer to Appendix 3.F. In this experiment, we chose DREBIN, Sec-SVM, and ADE-MA
as the target detectors because they align with the threat models of PiAttack, Sparse-RS,
and ShadowDroid. Table 3.4 shows the ERs of different adversarial attacks in deceiving
various malware detectors. As can be seen in Table 3.4, although EvadeDroid has zero
knowledge about DREBIN, Sec-SVM, and ADE-MA, its evasion rates for bypassing these
detectors are comparable to PiAttack, where the adversary has full knowledge of the target
detectors. Moreover, our empirical analysis shows that EvadeDroid requires adding more
features to evade DREBIN, Sec-SVM, and ADE-MA. In concrete, on average, EvadeDroid
makes 54–90 new features appear in the feature representations of the malware apps when it
applies transformations to the apps for evading DREBIN, Sec-SVM, and ADE-MA, while
the transformations used by PiAttack on average, trigger 11–68 features. PiAttack’s ability to
add a smaller number of features is attributed to its complete knowledge of the details of
DREBIN, Sec-SVM, and ADE-MA. However, EvadeDroid lacks this specific information.

Furthermore, as shown in Table 3.4, the evasion rate of Sparse-RS for DREBIN and
Sec-SVM demonstrates that random alterations in malware features do not necessarily
result in the successful generation of AEs, even when adversaries have access to the target
models’ training set. Although EvadeDroid operates solely in a black-box setting, this attack
outperforms Sparse-RS by a considerable margin for both DREBIN and Sec-SVM, i.e.,
70.6% and 84.7% improvement, respectively. Moreover, EvadeDroid considerably surpasses
ShadowDroid in attacking Sec-SVM and ADE-ME. Especially, in contrast to EvadeDroid,
ShadowDroid is unsuccessful in effectively evading Sec-SVM, which is a robust detector
against AEs. Note that the superior performance of ShadowDroid compared to EvadeDroid
1PiAttack is also referred to as the PK-Greedy attack.
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Table 3.4: ERs of EvadeDroid, PiAttack, Sparse-RS, ShadowDroid, and GenDroid in misleading DREBIN,
Sec-SVM, and ADE-MA. NoQ denotes Avg. No. of Queries.

Target Model Evasion Attach ER NoQ

DREBIN

EvadeDroid 88.9% 3
PiAttack 99.6% N/A
Sparse-RS 18.3% 195
ShadowDroid 95.3% 31
GenDroid 95.5% 93

Sec-SVM

EvadeDroid 85.1% 9
PiAttack 94.3% N/A
Sparse-RS 0.4% 38
ShadowDroid 8.6% 64
GenDroid 14.5% 336

ADE-MA

EvadeDroid 86.0% 2
PiAttack 100% N/A
Sparse-RS 99.7% 2
ShadowDroid 77.8% 29
GenDroid 100% 81

in bypassing DREBIN is based on the assumption that target detectors primarily rely on
API calls and permissions. However, this assumption is not practical in real scenarios, as
detectors may employ other features for malware detection. Table 3.4 further illustrates that
GenDroid exhibits superior evasion rates compared to EvadeDroid when targeting DREBIN
and ADE-MA; nevertheless, its efficacy is substantially nullified when facing Sec-SVM, a
resilient malware detector. Our empirical analysis also highlights the remarkable efficiency
of EvadeDroid in terms of the number of queries compared to other query-based attacks.
Specifically, on average, EvadeDroid requires only 2–9 queries to bypass DREBIN, Sec-SVM,
and ADE-MA, while Sparse-RS, ShadowDroid, and GenDroid demand 2–195, 29–64, and
81–336 queries, respectively.

In summary, the experimental results validate the practicality of EvadeDroid, which
adopts a realistic threat model, in comparison to other attacks for generating AEs. Specifically,
the threat models of PiAttack and Sparse-RS are essentially proposed for the detectors that
operate in the DREBIN feature space, but their threat models are not practical for targeting
detectors like MaMaDroid. Furthermore, ShadowDroid’s effectiveness is limited to scenarios
where malware detection is solely based on API calls and permissions. For instance, as
demonstrated in [13], ShadowDroid is unable to deceive MaMaDroid or opcode-based
detectors. In contrast, as shown in Section 3.5.2, EvadeDroid is capable of effectively
fooling these types of detectors as its problem-space transformations are independent of
feature space. Additionally, although GenDroid operates in the ZK setting, it perhaps
encounters challenges in evading robust malware detectors like Sec-SVM and might pose
potential issues in real-world scenarios due to the substantial number of queries it requires
compared to EvadeDroid. Finally, Sparse-RS, ShadowDroid, and GenDroid might not be
deemed realistic approaches as their abilities to satisfy problem-space constraints, particularly
robustness-to-preprocessing and plausibility constraints, are questionable.
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Table 3.5: Performance of EvadeDroid in the hard-label setting on five commercial antivirus products. NoM denotes
No. of Detected Malware by each engine among 100 malware apps.

Engine NoM EvadeDroid

ER
Avg. Attack

Time
Avg. No. of

Queries
Avg. Query

Time

AV1 54 68.5% 31.3s 1 214.3s
AV2 32 87.5% 54.7s 2 387.2s
AV3 31 74.2% 124.1s 2 446.6s
AV4 41 100% 35.2s 1 329.7s
AV5 11 63.6% 21.5s 1 272.9s

3.5.4 EvadeDroid in Real-World Scenarios
This experiment aims to investigate RQ4 to demonstrate the practicality of EvadeDroid in
real-world scenarios. Although the ability of EvadeDroid in the hard-label setting indicates
that this attack can transfer to real life, we further consolidate this observation by measuring
the impact of EvadeDroid on commercial antivirus products that are available on VT to
confirm the practicality of our proposed attack in real scenarios. We chose five popular
antivirus engines in the Android ecosystem based on the recent ratings of the endpoint
protection platforms reported by AV-Test [129]. They are the top AVs in AV-Test capable
of detecting malware apps in EvadeDroid’s accessible dataset. Moreover, 100 malware
apps belonging to different malware families have been randomly selected from the 1𝐾
malware apps available to EvadeDroid to evaluate the performance of this attack on the
aforementioned five commercial detectors. To ensure the reliability of our experiment, it
is crucial to confirm that the labels assigned to the malware apps used in this experiment
have remained consistent. This is because the labels of collected apps are based on their
corresponding samples in our benchmark dataset [9], while the labels assigned by antivirus
engines to apps can potentially change over time. Therefore, we meticulously selected 100
apps that are still malware based on the threshold labeling criteria used in our primary
dataset at the time of our experiment, i.e., on September 11, 2022, through querying VT.
Furthermore, for each antivirus product, we generate AEs for the apps detected as malware by
the antivirus. Table 3.5 presents the results of the experiment in which EvadeDroid attempts
to deceive each AV in the optimal hard-label setting. In this experiment, we have assumed
𝑄 = 10 and 𝛼 = 50%. As can be seen in Table 3.5, our proposed attack can effectively
evade all antivirus products with a few queries. Here the effectiveness of EvadeDroid can be
primarily attributed to the transformations rather than the optimization technique. This is
evident from the fact that in most cases, only one query is required to generate AEs. We
further investigate the performance of EvadeDroid against the overall effect of VT. Figure 3.7
shows the average number of VT detections for all 100 malware apps after each attempt
of EvadeDroid to change malware apps into AEs. As depicted in Fig. 3.7, EvadeDroid
can effectively deceive VT engines with an average of 70.67%. It is worth noting that the
findings in this experiment validate the results observed in previous studies (e.g., [130]).
Responsible Disclosure. We conducted a responsible disclosure process to ensure the
security community was informed of the findings presented in this chapter. As part of this
process, we not only reached out to VT but also notified the antivirus engines that were



3.5 Simulation Results

3

45

Figure 3.7: Performance of EvadeDroid in evading VT engines against different query budgets.

affected by EvadeDroid by providing detailed information about our attack methodology and
sharing some test cases.

3.5.5 Transferable Adversarial Examples
In general, when decision-based adversarial attacks, such as EvadeDroid, encounter difficulty
in querying specific target detectors, they can create transferable AEs using a surrogate
classifier. Here we explore RQ5 by considering transferable AEs. To investigate the
transferability of EvadeDroid, we evaluate the evasion rates of AEs generated on a model
(e.g., Sec-SVM), which works as a surrogate model, in misleading other target models (e.g.,
DREBIN). This is a stricter threat model that indicates the performance of EvadeDroid
in cases where adversaries are not capable of querying the target detectors. Table 3.6
demonstrates that when EvadeDroid employs a stronger surrogate model (e.g., Sec-SVM),
the AEs exhibit higher transferability. Note that the reported ERs in Table 3.6 are the evasion
rates of successful AEs that are also successfully transferred.

We further compare the transferability of EvadeDroid with PiAttack [9] as it is similar
to ours in terms of transformation type. This attack uses two kinds of primary features for
misclassification, and side-effect features for satisfying problem-space constraints to generate
realizable adversarial examples. However, EvadeDroid is not constrained by features as
it operates in black-box settings. We specifically measure the transferability of the AEs
in fooling Sec-SVM when DREBIN is the surrogate model. We ensure that the original
apps of the AEs are correctly detected by Sec-SVM. Both DREBIN and Sec-SVM are
trained with 100𝐾 apps (incl., 90𝐾 benign apps and 10𝐾 malware apps) to see the effect
of large ML models on EvadeDroid’s performance. The experimental results show that the
ERs of the PiAttack and EvadeDroid in circumventing DREBIN are 99.06% and 82.12%,
respectively. Furthermore, EvadeDroid is much more transferable as the transferability of
the AEs generated by EvadeDroid is 58.05%, while 23.23% for PiAttack.
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Table 3.6: Transferability of AEs generated by EvadeDroid.

Surrogate Model Target Model ER

DREBIN

Sec-SVM 25.5%
ADE-MA 88.7%
MaMaDroid 63.0%
Opcode-SVM 42.2%

Sec-SVM

DREBIN 95.7%
ADE-MA 98.5%
MaMaDroid 95.4%
Opcode-SVM 53.7%

ADE-MA

DREBIN 49.3%
Sec-SVM 8.7%
MaMaDroid 67.5%
Opcode-SVM 22.0%

MaMaDroid

DREBIN 41.1%
Sec-SVM 6.0%
ADE-MA 88.9%
Opcode-SVM 37.0%

Opcode-SVM

DREBIN 32.8%
Sec-SVM 10.9%
ADE-MA 66.8%
MaMaDroid 74.83%

3.5.6 The Impact of Search Strategy on EvadeDroid
To answer RQ6, we perform an empirical analysis to evaluate the performance of EvadeDroid
when utilizing an alternative search strategy for manipulation. Specifically, we introduce
a baseline manipulation method based on GA for use in EvadeDroid, where the fitness
function of the baseline is the same as the RS-based method. In the proposed GA-based
manipulation method, the individuals in the population (representing potential solutions) are
binary strings with a length equal to the action set Δ, where 1 indicates the corresponding
transformation in Δ should be used for manipulation. This approach enhances the solution
across various generations. In this experiment, the query budget for GA is set at 50 due to
scalability concerns, as evaluating more solutions obtained by applying different sequences of
transformations to the malware app would significantly increase time overheads. Moreover,
our preliminary experiment suggests considering 9 as the population size of the GA-based
method. Note that a large population size negatively affects the performance of GA, as the

Table 3.7: RS-based vs. GA-based manipulation strategies in EvadeDroid. NoQ indicates Avg. No. of Queries and
NoT denotes Avg. No. of Transformations.

Search Method ER ET NoQ NoT

RS 88.9% 210.3s 3 2
GA 65.1% 630.7s 22 5
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perturbation budget is quickly consumed by individuals in the initial generations.
Table 3.7 presents the results of the baseline when DREBIN is the target malware detector.

As shown in Table 3.7, using RS in EvadeDroid outperforms GA. Specifically, RS not only
leads to a 36.5% enhancement in ER but also accelerates EvadeDroid by ≈ 3×. These
improvements are achieved with only 3 queries compared to GA’s 22 queries.

3.5.7 Discussion
Real-world applicability. EvadeDroid demonstrates its ability to generate practical adversar-
ial Android apps by considering real-world attack limitations, such as operating in ZK settings.
We assume that EvadeDroid has no knowledge about the target malware classifiers and can
only query them to obtain the labels of Android apps. Additionally, in some experiments,
we assume that the target malware detectors only provide hard labels in response to the
queries. The performance of EvadeDroid in various experiments validates its practicality. In
a hard-label setting, it efficiently evades five popular commercial antivirus products with an
average evasion rate of nearly 80%. Furthermore, empirical evaluations of EvadeDroid on
DREBIN, Sec-SVM, ADE-MA, MaMaDroid, and Opcode-SVM result in evasion rates of
89%, 85%, 86%, 95%, and 80%, respectively. The success of our attack can be attributed to
our approach of directly crafting adversarial apps in the problem space rather than perturbing
features in the classifier’s feature space. From a defender’s perspective, EvadeDroid can be
utilized in adversarial retraining to enhance the robustness of Android malware detection
against realistic evasion attacks. Appendix 3.G includes an experiment showcasing the
adversarial robustness that can be achieved with the involvement of EvadeDroid.
Functionality preserving. We extended the tool presented in [9], in particular the organ-
harvesting component, to manipulate malware apps. This tool ensures the preservation
of functionality by adding dead codes to malware apps without affecting their semantics.
Specifically, it incorporates opaque predicates, an obfuscated condition, to inject adversarial
payloads into the apps while remaining unresolved during analysis, ensuring the payloads
are never executed. Generally, verifying the semantic equivalence of two programs (e.g., a
malware app and its adversarial version) is not trivial [106]. Therefore, similar to the prior
studies [9, 25, 28], our primary goal is to consider the installability and executability of
apps to verify the correct functioning of the adversarial apps. To this end, we developed a
scalable test framework that installs and executes adversarial apps on an Android Virtual
Device (AVD) and conducts monkey testing [131] to simulate random user interactions with
the apps to guarantee the stability of the apps. Furthermore, taking inspiration from prior
research [11], we incorporate a log statement within the opaque predicate to ensure that
the functionality of the manipulated apps remains unchanged. By monitoring the absence
of log outputs, we can ascertain that the injected payloads are not executed. We select 50
adversarial apps, representing diverse malware families, for which their original malware
apps can be installed and executed on the AVD without any issues. These apps are then
subjected to our test framework. While the flaws in the Soot [101] framework (e.g., the
injection of payloads through Soot might result in incorrect updates to the function address
table of the app), utilized in the manipulation tool [9], affect the executability of a few cases,
the majority of the apps passed the test.
Query efficiency. According to the experimental results obtained by applying EvadeDroid on
academic and commercial malware detectors, we demonstrated that it can successfully carry
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Table 3.8: The prevalent search strategies employed in Android evasion attacks.

Search Strategy Description Study

Gradient-driven Utilizes gradients to iteratively ad-
just perturbations towards optimal
adversarial perturbations.

[9, 13, 16–18, 22, 24, 25]

Sampling-driven Involves exploring the solution space
by sampling candidate perturbations
to find optimal adversarial perturba-
tions.

[11, 12, 14, 19, 20, 26–28]

out a query-efficient black-box attack. For instance, our proposed attack often only needs an
average of 4 queries to generate the AEs that can successfully bypass DREBIN, Sec-SVM,
ADE-MA, MaMaDroid, and Opcode-SVM. Moreover, we showed that EvadeDroid can
effectively fool commercial antivirus products with less than two queries. One of the main
reasons for being a query-efficient attack is due to the well-crafted transformations gathered
in the action set. To maintain EvadeDroid’s performance, it is crucial to periodically update
the action set by incorporating newly published apps as new potential donors. Besides the
quality of the action set, the presented optimization method is another important aspect of our
proposed attack that can facilitate the identification of an optimal sequence of transformations,
especially when the target detectors are robust to AEs (e.g., Sec-SVM). In fact, the proposed
RS technique is an efficient sampling-driven search strategy that can quickly converge to a
proper solution. Table 3.8 shows that Android evasion attacks often employ gradient-driven
(e.g., gradient descent) and sampling-driven (e.g., GA) methodologies, where the latter
is more practical for black-box evasion attacks because they can overcome the challenges
inherent in using gradient-driven attacks in ZK settings. Specifically, gradient-driven
attacks require access to precise details of target malware detectors and are limited to
differentiable-based classifiers, which are not applicable to attacks operating in ZK settings.
Moreover, gradient-driven techniques are not well-suited for continuous features, whereas the
malware domain predominantly involves discrete features. Ultimately, gradient-masking [77]
defenses implemented in target malware detectors demonstrate effectiveness in preventing
gradient-driven attacks. It is important to note that our proposed sampling-driven method
demonstrates greater efficiency compared to query-based methods used in other studies
(e.g., [12, 20, 26, 27]). For instance, as shown in Section 3.5.3, EvadeDroid can effectively
evade DREBIN with only 3 queries, whereas GenDroid needs 93 queries. Additionally, as
illustrated in Section 3.5.6, our proposed RS-based strategy requires ≈ 210 seconds to bypass
DREBIN, while the GA-based methods extend the evasion time to ≈ 631 seconds.
Scalability and effectiveness. Our empirical evaluations demonstrate the ability of the
EvadeDroid to adapt and work effectively across a large scale of targets. Especially the results
in Section 3.5.2 highlight the effectiveness of our evasion attack in bypassing diverse malware
detectors (i.e., linear vs. non-linear malware classifiers, and gradient-based vs. non-gradient-
based malware classifiers) that utilize different features (i.e., syntax, opcode, and semantic
features) with different feature types (i.e., discrete and continuous features). Furthermore,
although manipulating applications within the problem space is inherently a time-consuming
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endeavor, the efficiency in querying allows our attack to autonomously generate AEs at a
good speed, eliminating the need for manual and labor-intensive methods. Our empirical
assessment in Section 3.5.5 also demonstrates that AEs generated by EvadeDroid to target a
specific detector exhibit reusability across various malware detectors.

Potential applications. EvadeDroid shows promise for various real-world applications
within the realm of Android malware detection. Security professionals and organizations
involved in the development and deployment of malware detectors can utilize EvadeDroid
for security testing and evaluation. For instance, they can simulate adversarial scenarios
to identify vulnerabilities and enhance the robustness of their systems against real-world
threats. The adversarial training capabilities of the system render EvadeDroid a helpful asset
for developers seeking to strengthen malware detectors against real-world evasion attacks.
Moreover, our attack can be instrumental in the development of countermeasures, allowing
cybersecurity experts to understand and address potential weaknesses in existing malware
detection systems.

3.6 Limitations and Future Work
In this section, we elaborate on the limitations of our proposed method, which can be
considered as future work. One of the concerns of EvadeDroid is the adversarial payload size
(i.e., the relative increase in the size of AEs) that might be relatively high, especially for the
small Android malware apps. This deficiency may cause malware detectors to be suspicious
of the AEs, particularly for popular Android applications. Improving the organ harvesting
used in the program slicing technique, in particular, finding the smallest vein for a specific
organ, can address this limitation as each organ has usually multiple veins of different sizes.

Additionally, EvadeDroid particularly crafts malware apps to mislead the malware
detectors that use static features for classification. We do not anticipate our proposed evasion
attack to successfully deceive ML-based malware detectors that work with behavioral features
specified by dynamic analysis as the perturbations are injected into malicious apps within an
IF statement that is always False. Therefore, it remains an interesting avenue for future
work to evaluate how our proposed attack can bypass behavior-based malware detectors.

Furthermore, since EvadeDroid uses a well-defined optimization problem outlined in
Algorithm 3.1, it can be extended to other platforms (e.g., Windows) if attackers offer
problem-space transformations that are tailored to manipulate real-world objects (e.g.,
Windows Portable Executable files). This is because the transformations used in EvadeDroid
can only be applied to manipulate Android applications. We leave further exploration as
future work since it is beyond the scope of this chapter.

Finally, our chapter comprehensively covers various malware detection systems, em-
ploying diverse classifiers on different features with various types. However, there is an
opportunity to improve the validity of our findings since the evaluation is conducted in
controlled laboratory settings. Future research should delve deeper into the applicability of
our adversarial attack framework in real-world environments, where dynamic factors like
evolving malware landscapes and deployment scenarios may impact the attack’s performance.
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3.7 Conclusions
This chapter introduces EvadeDroid, a novel Android evasion attack in the problem space,
designed to generate real-world adversarial Android malware capable of evading ML-based
Android malware detectors in a black-box setting. Unlike previous approaches, EvadeDroid
directly operates in the problem space without initially focusing on finding feature-space
perturbations. Experimental results demonstrate the effectiveness of EvadeDroid in deceiving
various academic and commercial malware detectors.
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3.A Problem-Space Constraints
To generate realizable AEs, adversarial attacks need to consider the following four problem-
space constraints [9]:

• Available transformations describe the types of manipulations (e.g., adding dead
codes) that an adversary can utilize to modify malware apps.

• Preserved semantics constraint explains that the semantics of an Android app should
be maintained after applying a transformation to the app.

• Robustness-to-preprocessing constraint describes the requirement that non-ML
methods (e.g., preprocessing operators) should not be able to undo the adversarial
changes.

• Plausibility constraint explains adversarial apps must look realistic (i.e., naturally
created) under manual inspection.

3.B Donors Evaluation
In this evaluation, we assess the influence of our donor selection strategy on the performance
of EvadeDroid. Two action sets, denoted as Δ1 and Δ2, are provided, each containing 20
transformations. The transformations in Δ1 and Δ2 are chosen at random from the collection
of transformations extracted from the 10 most similar apps and the 10 least similar apps
to malware apps, respectively. To understand the process of finding similar apps, refer to
Section 3.4.3.1. We then use these action sets in EvadeDroid to transform 50 randomly
selected malware apps into AEs. Table 3.9 presents a comparison of the impact of Δ1 and Δ2
on EvadeDroid’s performance. As can be seen in this table, when using Δ1, the number of
queries and transformations is significantly reduced compared to Δ2. This finding validates
that leveraging benign apps that resemble malware apps as the donors of transformations can
reduce the cost of generating AEs, specially in terms of the required queries.

Table 3.9: The performance of EvadeDroid in attacking DREBIN when it utilizes two different action sets Δ1 and
Δ2.

Action Set ER
Avg. No. of

Queries
Avg. No. of

Transformations

Δ1 66.0% 3 2
Δ2 68.0% 7 3

3.C Implementation Details
The proposed framework illustrated in Figure 3.8 is implemented with Python 3 and Java 8.
The source code2 of the pipeline has been made publicly available to allow reproducibility.
The components of EvadeDroid’s pipeline are clearly depicted in Figure 3.8. This section
2https://github.com/HamidBostani2021/EvadeDroid

https://github.com/HamidBostani2021/EvadeDroid
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Figure 3.8: The details of the proposed framework. The blue and gray areas represent the workflows of EvadeDroid
and target black-box malware detection, respectively.

reviews some of the components that have not been previously described in detail in the
chapter.

• Component 7. To identify API calls in donor apps, we utilize the tool provided
in [132]. This tool leverages Apktool [100] to access the DEX files of Android apps,
which are represented as smali files. It employs string analysis techniques to scan these
files and identify the API calls present within them.

• Component 8. We extend the tool presented in [9] to extract API calls from donors
because this tool, which is based on the Soot framework, originally harvests Activities
and URLs only.

• Component 10. The tool presented in [9] has also been used to inject gadgets into mal-
ware apps (i.e., hosts). This tool ensures the fulfillment of both the preserved-semantic
and robustness-to-preprocessing constraints by utilizing opaque predicates [107] for
transplanting the gadgets into hosts. The opaque predicates employed in the tool are
obfuscated condition statements that encapsulate the injected gadgets. During runtime,
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these statements always evaluate to False, thereby preserving the semantics of mal-
ware apps as the injected gadgets remain unexecuted. Furthermore, the preprocessing
operators are unable to eliminate the injected gadgets as the result of the statement
cannot be statically resolved from the source code during design time. It is important to
note that the generated AEs are plausible. This is because the manipulation of malware
apps involves the injection of realistic gadgets found in benign apps. Additionally,
the injection of the gadget occurs in unnoticeable injection points, maintaining the
homogeneity complexity of the host’s components. The inclusion of gadgets may
enhance EvadeDroid’s performance by introducing more features in the manipulated
apps. For further insights into the tool, we refer readers to [9].

3.D Android Malware Detectors
DREBIN [96] and Sec-SVM [16] are two prominent approaches in Android malware
detection. DREBIN utilizes binary static features and employs linear Support Vector Machine
(SVM) for classification. It extracts various features, including requested permissions and
suspicious API calls, from the Manifest and DEX files of APKs through string analysis [2].
These features are then used to construct a feature space for the classifier. In DREBIN, each
app is represented by a sparse feature vector, where each entry indicates the presence or
absence of a specific feature. Secure SVM (Sec-SVM) is an enhanced version of DREBIN
that aims to enhance the resilience of linear SVM against adversarial examples. The core
concept behind Sec-SVM is to increase the cost of evading the model when generating
adversarial examples. Compared to DREBIN, Sec-SVM relies on a larger set of features
for malware detection, making it more challenging to evade. Since Sec-SVM is a sparse
classification model, it leverages a greater number of features to improve its malware detection
capabilities

ADE-MA [25] is an ensemble of deep neural networks (DNNs) that is strengthened against
adversarial examples with adversarial training. The adversarial training method tunes the
DNN models by solving a min-max optimization problem, in which the inner maximizer
generates adversarial perturbations based on a mixture of attacks, i.e. iterative “max”
Projected Gradient Descent (PGD) attacks.

MaMaDroid [95] utilizes static analysis to detect Android malware. The goal of MaMaDroid
is to capture the semantics of an Android app by employing a Markov chain based on abstracted
sequences of API calls. The process begins with generating a call graph for each Android app.
From this call graph, the sequences of API calls are extracted and abstracted into different
modes, including families, packages, and classes. Subsequently, MaMaDroid constructs a
Markov chain for each abstracted API call in an APK, where each state represents a family,
package, or class, and the transition probabilities indicate the state transitions. Finally, feature
vectors incorporating continuous features are created based on the generated Markov chains.

Opcode-SVM [97] is an Android malware detection method that utilizes static opcode-
sequence features instead of predefined features. This approach focuses on performing
n-gram opcode analysis to represent apps in a feature space, where a malware classifier is
constructed. Specifically, the method employs a linear SVM with 5-gram binary opcode
features to effectively detect Android malware.
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3.E Experimental Settings
Android malware detectors. We built DREBIN, Sec-SVM, MaMaDroid, and ADE-MA
based on their available source codes (i.e., [133–135]) that have been published in online
repositories. Moreover, we have reproduced Opcode-SVM based on the implementation
details provided in [97]. The hyperparameters of the reproduced malware detectors are
similar to those considered in their original studies [9, 25, 95, 97]. Note that in this chapter,
the reproduced MaMaDroid [95] is based on the K-Nearest Neighbors (KNN) algorithm
with 𝑘 = 5. This malware classifier operates in the family mode in all experiments. KNN
algorithm is used in MaMaDroid as we empirically concluded that KNN performs better on
our dataset than other classifiers employed in [95].
Baseline evasion attacks. We implemented Sparse-RS, ShadowDroid, and GenDroid with
Python 3 based on their relevant studies (i.e., [12, 13, 26]). Moreover, PiAttack [9] has been
built based on their available source codes published in [133].
EvadeDroid. Besides query budget 𝑄 and the allowed adversarial payload size 𝛼 that have
been mentioned earlier, 𝑛 is another hyperparameter that shows the length of overlapping
sub-string of opcodes’ types in 𝑛-gram-based feature extraction. The study conducted
in this chapter considers 𝑛 = 5 because in [97], the authors have shown that the best
classification performance for opcode-based Android malware detection can be achieved
with the 5-gram features. Furthermore, we select the top-100 benign apps as suitable donors
for gadget extraction. Note that we consider 100 donors as organ harvesting from donors is a
time-consuming process.

3.F Baseline Attacks
PiAttack [9], also known as PK-Greedy, is a white-box attack in the problem space that
generates real-world AEs using transformations called gadgets. This attack comprises two
main phases: the initialization phase and the attack phase. In the initialization phase, key
benign features are identified, and then gadgets corresponding to the identified features are
collected from benign apps. In the attack phase, a greedy search strategy is used to find
optimal perturbations by selecting gadgets based on their contribution to the feature vector
of the malware app. This process is repeated until the modified feature vector is classified
as a benign sample. Note that PiAttack incorporates both primary features and side-effect
features into malware apps. The primary features are added to bypass detection, while the
side-effect features are included to meet problem-space constraints.
Sparse-RS [12] attack is a soft-label attack that gradually converts malware samples into
AEs by querying the target model. Sparse-RS, which is a gray-box attack in the malware
domain, finds the 𝑙0-bounded perturbations (i.e., the maximum allowed perturbations) via
random search. Note that we set initial decay factor 𝛼𝑖𝑛𝑖𝑡 = 1.6 and sparsity level 𝑘 = 180
similar to [12] and query budget 𝑄 = 1000.
ShadowDroid [13] is a black-box problem-space attack that generates AEs by building a
substitute classifier, which is a linear SVM. The substitute classifier is built on binary feature
space compromised by permissions and API calls. This attack makes a key feature list based
on the importance of features specified by the substitute classifier. The attack adds the key
features to a malware app and queries the target classifier to check if the manipulated app
is classified as malware. ShadowDroid continues this process until reaching the maximum
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Table 3.10: The impact of various training strategies on the utility of DREBIN.

Model No. of AEs TPR FPR

Standard Training N/A 80.8% 1.7%

Adversarial Re-training

500 78.3% 1.4%
1000 74.9% 0.9%
1500 68.7% 0.5%
1769 32.7% 0.2%

query budget or generating an AEs. We set query budget 𝑄 = 100, following a similar
setting as in [13]. Note that ShadowDroid is not fully compatible with the zero-knowledge
(ZK) setting as it relies on the assumption that the target detectors utilize permissions and
API calls for malware detection. However, since it is a query-based problem-space attack, it
serves as a proper naive problem-space baseline attack for our chapter.
GenDroid [26] is a black-box Android evasion attack building upon GenAttack [136].
This query-based attack utilizes GA to discover adversarial perturbations in soft-label
settings. GenDroid extends GenAttack by redesigning the fitness function, adopting a
new evolutionary strategy, and incorporating Gaussian Process Regression (GPR) to guide
evolution. Specifically, the fitness function is defined through a logarithmic transformation,
incorporating adjustable weight parameters (𝛼 and 𝛽) and a norm-bounded perturbation.
The selection process prioritizes elite individuals with higher fitness scores, and the Softmax
function is employed to convert fitness scores into probabilities. GPR is introduced to predict
fitness values for individuals in the next generation. We empirically set the population size
to 8 and the maximum number of generations to 50.

3.G Data Augmentation
In this experiment, we evaluate the performance of EvadeDroid in enhancing the adversarial
robustness of Android malware detection. To achieve this, we transform malware samples
from the original training set into AEs using EvadeDroid. Subsequently, we re-train DREBIN
using the modified dataset, resulting in a model that is robust to EvadeDroid. Our empirical
analysis demonstrates that incorporating AEs generated by EvadeDroid in the training set of
DREBIN can effectively thwart the adversarial effect of EvadeDroid. However, the number
of AEs employed has an effect on the DREBIN’s utility (i.e., the original performance of
DREBIN). Table 3.10 reveals that the addition of more AEs to the training set reduces the
TPR of DREBIN. For instance, the TPR of DREBIN is reduced by 32.7% compared to the
standard training when 1769𝐾 malware samples in the training set are transformed into
AEs. It is noteworthy that out of the 2𝐾 malware samples in the training set, EvadeDroid is
capable of generating 1769 AEs.
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4
Exposing Vulnerabilities in

Machine Learning for
Malware Detection

Machine Learning (ML) promises to enhance the efficacy of Android Malware Detection
(AMD); however, ML models are vulnerable to realistic evasion attacks—crafting realizable
Adversarial Examples (AEs) that satisfy Android malware domain constraints. To eliminate
ML vulnerabilities, defenders aim to identify susceptible regions in the feature space where
ML models are prone to deception. The primary approach to identifying vulnerable regions
involves investigating realizable AEs, but generating these feasible apps poses a challenge.
For instance, previous work has relied on generating either feature-space norm-bounded
AEs or problem-space realizable AEs in adversarial hardening. The former is efficient
but lacks full coverage of vulnerable regions while the latter can uncover these regions
by satisfying domain constraints but is known to be time-consuming. To address these
limitations, we propose an approach to facilitate the identification of vulnerable regions.
Specifically, we introduce a new interpretation of Android domain constraints in the feature
space, followed by a novel technique that learns them. Our empirical evaluations across
various evasion attacks indicate effective detection of AEs using learned domain constraints,
with an average of 89.6%. Furthermore, extensive experiments on different Android malware
detectors demonstrate that utilizing our learned domain constraints in Adversarial Training
(AT) outperforms other AT-based defenses that rely on norm-bounded AEs or state-of-the-art
non-uniform perturbations. Finally, we show that retraining a malware detector with a wide
variety of feature-space realizable AEs results in a 77.9% robustness improvement against
realizable AEs generated by unknown problem-space transformations, with up to 70× faster
training than using problem-space realizable AEs.

This chapter is based on the published paper: H. Bostani, Z. Zhao, Z. Liu, and V. Moonsamy, Level Up with
ML Vulnerability Identification: Leveraging Domain Constraints in Feature Space for Robust Android Malware
Detection, ACM Transactions on Privacy and Security, 2025 [137]. The content remains unchanged from the
published version.
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4.1 Introduction
Due to the ongoing proliferation of Android malware, the application of Machine Learning
(ML) for Android Malware Detection (AMD) continues to remain a topic of interest for
security researchers [95, 96, 123, 138–143]. However, ML-based solutions are vulnerable to
evasion attacks that generate adversarial examples (AEs) [144]—malware that is crafted to
purposely be misclassified as benign. These adversarial attacks exploit blind spots within
feature space (i.e., the model’s decision space) where the decision boundary is not accurate due
to insufficient training samples [29]. To confront evasion attacks, various defense strategies
have been proposed to either detect (e.g., [145–147]) or eliminate (e.g., [49, 148, 149]) blind
spots; nevertheless, in the Android malware domain, defenders must cope with realistic
attacks that capitalize on feasible blind spots. Indeed, the entire blind spots do not show
vulnerable regions in the context of malware because realistic evasion attacks solely target
blind spots within feasible regions where feature representations of feasible apps can settle.
The primary solution for uncovering vulnerable regions entails exploring realizable AEs, such
as leveraging them in adversarial hardening [150], encompassing methods that integrate AEs
into the training process. However, generating realizable AEs is challenging as AEs must be
feasible apps in the real world, meaning they must satisfy the domain constraints [151, 152]
(e.g., preserving malicious functionality [9]).

Generally, there are two different approaches to generating AEs. The first approach
is to generate norm-bounded AEs by modifying specific features that can best mislead
the detector without considering domain constraints [14–16, 18–20]. This approach is
moderately efficient and can offer some degree of adversarial robustness when utilized in
adversarial hardening because the feature space of realizable AEs is just a sub-space of
the full space of AEs [153]. However, AEs generated by this approach in the Android
domain [154, 155], might not be realizable AEs, as the resulting AE space fails to fully
cover feasible regions that are vulnerable to realistic evasion attacks [150], as illustrated
by Figure 4.1. For instance, the attacks proposed in [17, 24] might not always generate
realizable AEs as the adversarial features added to the Manifest files of apps can be removed
by pre-processing operators [9]. Figure 4.1 also indicates that exploring the full space of
norm-bounded AE space is not necessary if we can model the smaller space of realizable
AEs.

The second approach is to directly generate realizable AEs in the problem space, i.e.,
applying problem-space transformations into malicious apps that induce realizable perturba-
tions in the feature space [9, 22, 23, 28, 84, 154]. Although this approach fundamentally
ensures that the domain constraints are satisfied, we find it to be sub-optimal for adversarial
hardening mainly due to three reasons. First, applying problem-space transformations is
computationally expensive [156] whereas perturbing feature vectors is typically simpler
and more efficient than manipulating objects in the problem space [151]. Second, finding
effective problem-space transformations is challenging because they must not only mislead
the detector but also meet domain constraints. For instance, the transformations utilized
in [17, 28, 157] fail to meet the domain constraints because they either can be thwarted
by removing newly-added content through pre-processing [17, 157] or result in functional
disruptions [28]. Third, the problem-space transformations used in adversarial hardening
might be ineffective to unknown attacks, implying that attackers utilizing new transformations
could still successfully evade detection [156].



4.1 Introduction

4

59

Figure 4.1: Feature space achieved by existing unrealistic attacks (blue) may not cover the realizable AE space
(gray). The 𝜖 -ball covers all possible AEs that can be generated for the malware sample (red).

To tackle the challenges associated with identifying vulnerable regions, this chapter
aims to help defenders uncover such regions by exploring the properties of feasible apps
within the feature space. These properties, which represent domain constraints in the feature
space, assist defenders in pinpointing feasible regions that might be susceptible to realistic
evasion attacks. For instance, by leveraging feature-space domain constraints, adversarial
hardening can harness the advantages of both the feature space and the problem space when
generating AEs, i.e., being efficient by directly modifying features while satisfying the domain
constraints. To this end, we first interpret the domain constraints of Android malware in the
feature space (Section 4.3), then learn domain constraints from the feature representations
of a large number of apps (Section 4.4), and finally apply them to counter evasion attacks
(Section 4.5). More concretely, we first argue that Android domain constraints are meaningful
feature dependencies that exist within the feature space. This implies that feature-space
AEs are realizable when they adhere to these feature dependencies. Then, we introduce two
sets of dependencies over the feature values, named perfect and relatively strong feature
dependencies, which can represent domain constraints in the feature space. Next, we present a
domain-constraint learning method to extract meaningful feature dependencies. Specifically,
the proposed method utilizes statistical dependencies and Optimum-path Forest (OPF) [158]
to learn domain constraints from the feature representations of training samples. Here,
OPF, which is a graph-based pattern recognition method, is adapted to extract meaningful
feature dependencies. Finally, we apply our learned domain constraints across various
defense methods to illustrate their effectiveness. In particular, we propose an AE detection
method to preemptively identify AEs by differentiating them from feasible apps using our
learned domain constraints. Our empirical evaluation shows that our proposed method can
successfully identify 89.6% of AEs generated by various evasion attacks. Moreover, we
incorporate feature-space realizable AEs into Adversarial Training (AT) [148] to enhance
the robustness of Android malware detection against realistic evasion attacks, generating
problem-space realizable AEs. Such feature-space realizable AEs are generated during AT by
considering not only the norm-bounded constraints but also our learned domain constraints.
Our empirical analyses on DREBIN [96], DroidAPIMiner [123], and RAMDA [159], and
R-PackDroid [160], four different malware detectors, reveal that our defense outperforms both
AT based on norm-bounded AEs (9.3% over DREBIN, 34.5% over DroidAPIMiner, 20.0%
over RAMDA, and 8.1% over R-PackDroid) and state-of-the-art AT based on non-uniform
perturbations [161] (4.7% over DREBIN, 16.6% over DroidAPIMiner, 11.1% over RAMDA,
and 3.1% over R-PackDroid). Our evaluation also highlights the better performance of our
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defense than problem-space realizable AEs in efficiency and generalizability for adversarial
retraining [162]. Our contributions1 can be summarized as follows:

• We propose a novel interpretation of domain constraints in the feature space for
AMD (Section 5.2.3). This new interpretation considers key feature dependencies of
feasible Android apps in feature space to specify feasible regions where the feature
representations of realizable AEs may reside. We then propose a novel domain-
constraints learning technique based on the statistical correlations between features
and a graph-based clustering algorithm called OPF to extract meaningful feature
dependencies from large-scale data (Section 4.4.1).

• We demonstrate how these learned domain constraints can be utilized either to identify
AEs, which are not feasible apps (Section 4.5.1), or to generate feature-space realizable
AEs for adversarial hardening to improve the robustness of AMD against realistic
evasion attacks (Section 4.5.2).

• We empirically evaluate the proposed AE detection with three evasion attacks, Gen-
Droid [26], ShadowDroid [13], and Grosse Attack [17], demonstrating that our defense
can successfully identify their generated AEs. Furthermore, our extensive experiments
on four different Android malware detectors, DREBIN [96], DroidAPIMiner [123],
RAMDA, and R-PackDroid [160] demonstrate that our defense provides superior
model robustness than AT based on norm-bounded AEs and the state-of-the-art defense
based on non-uniform perturbations [161].

• We validate both the efficiency and generalizability of our defense over adversarial
retraining based on problem-space realizable AEs (Section 4.6.5).

4.2 Related Work
In this section, we first provide an overview of prior studies that have explored AEs in
the Android domain, either within the feature space (Section 4.2.1) or problem space
(Section 4.2.2). Furthermore, we review recent studies that explore realizable AEs with
feature-space domain constraints but in domains other than Android (Section 4.2.3).

4.2.1 Feature-Space AEs
There exist a large body of related work [12, 15, 17–20, 24–26, 34] that investigated
feature-space AEs. Xu et al. [26] introduced a black-box attack, incorporating the attention
mechanism and the Jacobian-based saliency map algorithm. Croce et al. [12] proposed
a query-based evasion attack using random search and evaluated it in various contexts,
including AMD. Xu et al. [20] developed a semi-black-box framework based on the simulated
annealing method to perturb features of Android apps by querying the target malware
detector. Li et al. [24, 25] proposed gradient-based and gradient-free evasion attacks to
generate AEs in the feature space. Rathore et al. [14] proposed two evasion attacks based on
reinforcement learning to generate feature-space AEs. Liu et al. [19] used a genetic algorithm
to create feature-space AEs for improving the robustness of AMD. Chen et al. [15, 18]
explored different feature-space evasion attacks (e.g., anonymous attacks and well-crafted
1Our code is available at https://github.com/HamidBostani2021/robust-Android-malware-detector.

https://github.com/HamidBostani2021/robust-Android-malware-detector
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attacks) to bypass AMD. Demontis et al. [16] proposed a feature-space evasion attack to
generate Android AEs by changing the features that seem important for the SVM classifier.
Grosse et al. [17] generated AEs by modifying the features extracted from Manifest files of
Android malware apps using a forward derivative approach. However, the above adversarial
attacks might not always yield realizable AEs. In other words, AEs generated by these
evasion attacks could be impossible, as they are created by only adhering to norm-bounded
constraints without ensuring domain constraints i.e., available-transformations, preserved-
semantic, robustness-to-preprocessing, and plausibility constraints [9]. In particular, the
AEs discussed in [12, 14–20, 24–26] might not satisfy the robustness-to-preprocessing
constraint because the proposed attacks considered adding features to Manifest files in order
to generate AEs, while pre-processing operators can discard the added unused features [9].
Furthermore, the preserved semantic or plausibility constraints have not been thoroughly
investigated in the studies mentioned above. For instance, although the authors in [24] tried
to manipulate Android malware apps using feature-space perturbations while preserving the
malicious functionality of the original apps, they failed to generate realizable AEs since most
manipulated apps did not work.

4.2.2 Problem-Space AEs
To address the limitation of feature-space norm-bounded AEs, several studies [9, 22, 23,
28, 84, 154] have proposed different approaches for generating AEs. Specifically, they
rely on problem-space transformations that satisfy domain constraints. Labaca-Castro et
al. [154] generated realizable universal adversarial perturbations by applying a sequence
of transformations, found by a greedy algorithm, into malware objects. Bostani and
Moonsamy [84] proposed an evasion attack that gradually converts an Android malware app
into an AE by leveraging transformations identified through querying the target malware
detector. Cara et al. [23] crafted adversarial Android malware by injecting API calls into
malware apps. Pierazzi et al. [9] proposed an evasion attack to generate real-world adversarial
Android apps through problem-space transformations guided by feature-space perturbations.
Chen et al. [22] used CW [163] and JSMA [164] techniques to propose an attack that can
mislead AMD. Yang et al. [28] introduced two attacks named evolution and confusion attacks
to present an Android evasion attack that was based on manipulating Android malware apps.
Demontis et al. [16] used obfuscation to manipulate Android malware apps. It is worth noting
that in the studies above, the problem-space transformations are either code transplantation
(incl. harvesting slices of bytecodes extracted from benign apps) [9, 28, 84, 154], obfuscation
tools [16], or dummy codes (e.g., unused API calls in Android apps) [22].

However, the practicality of utilizing problem-space transformations in adversarial
hardening is debatable due to their high computational complexity [151]. It is also known to
be difficult to collect diverse problem-space transformations that fully satisfy the domain
constraints [84]. For instance, although Yang et al. [28] explored domain constraints in the
problem space, they failed to generate realizable AEs, as their problem-space transformations
caused the apps to crash, mainly because most malware apps cannot run after manipulation.
Moreover, Demontis et al. [16] utilized DexGuard, an Android obfuscation tool, to tamper
with malware apps; however, the generated AEs were unable to significantly evade the target
detectors they examined, as the obfuscation techniques provided by the tool (i.e., available
problem-space transformations) had a limited effect on the features critical for their detectors.
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Figure 4.2: Illustration of generating AEs in the problem space Z and the feature space X where 𝜓 shows a
mapping function from Z to X. The feature-space perturbations 𝛿1, 𝛿2, 𝛿3, and 𝛿4 correspond to the problem-space
transformations 𝑡1, 𝑡2, 𝑡3, and 𝑡4, respectively. The dashed lines are the decision boundaries that distinguish malware
from benignware. The areas surrounded by solid closed curves represent the realizable problem space and feature
space, which meet problem-space domain constraints ΓZ and feature-space domain constraints ΓX, respectively. 𝑧∗
and 𝑥∗ are realizable AEs but 𝑧′ and 𝑥′ are unrealizable AEs.

4.2.3 Feature-Space realizable AEs
Although some studies [165, 166] argue that impossible perturbations can still be employed
to generate valid problem-space AEs if adversaries have access to the data-processing
pipeline of target systems, there have been several efforts across various domains aimed at
overcoming the limitations of both feature-space norm-bounded AEs and problem-space
realizable AEs by generating feature-space realizable AEs. Simonetto et al. [151] introduced
a generic constraint language to define feature dependencies for botnet and credit risk
detection. Erdemir et al. [161] improved the adversarial robustness of DNN-based models
used for malware, spam, and credit risk detection by using non-uniformed perturbations
based on the PGD attack [148]. Sheatsley et al. [167] presented a formal logic framework to
learn domain constraints from data used in Network Intrusion Detection Systems (NIDSs)
and phishing detection. Teuffenbach et al. [168] employed domain knowledge to group
flow-based features in NIDSs. Sheatsley et al. [152] proposed a domain-constraints-learning
method for NIDSs based on independent features that affect other features. Chernikova et
al. [169] used domain-specific dependencies (e.g., range of feature values) and mathematical
feature dependencies to guarantee the realizability of AEs in NIDSs, botnet detection, and
malicious domain classification. Tong et al. [170] considered so-called conserved features
for improving the robustness of PDF malware detection.
Our work. To the best of our knowledge, we are the first aiming to not only thoroughly
interpret how Android domain constraints (e.g., executability and plausibility of apps) are
represented in the feature space for AMD but also propose a technique for learning and
applying them.

4.3 Interpreting Domain Constraints in the Feature
Space

In the problem space, the domain constraints of Android malware apps are defined as (i)
available transformations, (ii) preserved semantics, (iii) robustness to preprocessing, and (iv)
plausibility [9]; however, we aim to interpret these constraints into a set of new constraints
over the feature values in the feature space. Therefore, this section introduces our novel
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feature-space interpretation of domain constraints for Android malware apps. Before going
into the detailed definitions (Section 5.2.3), we first provide a mathematical background of
realizable AEs in both the problem and feature spaces (Section 4.3.1).

4.3.1 Problem-Space and Feature-Space Realizable AEs
Suppose 𝜓 : Z→ X is a mapping function that transforms each Android app in the problem
space Z into a 𝑑−dimensional feature vector in the feature space X. A malware detector is an
ML-based binary classifier 𝑓 : X→ Y with a discriminant function ℎ : X × Y→ R where
𝑓 (𝑥) = arg max𝑖∈Y ℎ𝑖 (𝑥) determines the label of 𝑥 ∈ X. Specifically, Y = {0, 1} is the label set
with 𝑦 = 0 indicating benign labels and 𝑦 = 1 indicating malicious labels. Each element in the
feature vector 𝑥 ∈ X is typically discrete [7] such as binary representations [14, 96, 123, 171–
173], where 0 indicates the absence and 1, the presence of a specific feature. Generally, AEs
can be generated by modifying 𝑧 ∈ Z through problem-space transformations or modifying
𝑥 ∈ X through feature-space perturbations.
Problem-Space Realizable AEs. In order to generate realizable AEs in the problem space,
the following optimization is solved [9]:

arg min
T

ℎ1 (𝜓(𝑧′ = T(𝑧))) s.t. T(𝑧) ⊨ ΓZ, (4.1)

where T is a sequence of transformations that satisfy the domain constraints defined in
the problem space, ΓZ, such as preserving the malicious functionality of the malware [24].
Feature-Space Realizable AEs. In the feature space, the following optimization is solved [9,
16]:

arg min
𝛿

ℎ1 (𝑥′ = 𝑥 + 𝛿) s.t. 𝛿 ⊨ Ω, (4.2)
where the perturbation vector 𝛿 must satisfy the domain constraints defined in the feature
space, Ω.

Most existing studies on generating feature-space AEs do not consider domain constraints
but instead, adopt the naive norm bound [9] that can lead to AEs being unrealizable. In the
feature space, 𝑥′ = 𝑥 + 𝛿 is a realizable AE if there exists at least one corresponding malware
app 𝑧′ in the problem space (i.e., 𝜓(𝑧′) = 𝑥′) that not only bypasses malware detection but also
satisfies problem-space constraints ΓZ. Figure 4.2 illustrates how adversarial transformations
in the problem space make adversarial perturbations in the feature space. Reconstructing
𝑧′ from 𝑥′ is not possible since 𝜓, i.e., mapping function from Z to X, is neither invertible
nor differentiable [9]. For instance, one of the main challenges in converting 𝑥′, generated
by a gradient-based adversarial attack, to 𝑧′ arises when attempting to back-propagate the
loss gradient through the mapping function that behaves like a non-differentiable layer,
particularly in non-numerical domains such as malware detection [10]. While the inverse
feature mapping problem [9] presents a considerable challenge in the malware domain,
particularly for attackers, defenders are less impacted by this issue because their primary
objective is not to generate real adversarial objects but rather to understand which adversarial
perturbations are feasible within the model’s decision space (i.e., the feature space). To verify
the realizability of 𝑥′, there is no need to directly reconstruct 𝑧′ from 𝑥′ to see if 𝑧′ meets the
domain constraints in the problem space because satisfying the domain constraints in the
feature space is sufficient. In other words, 𝑥′ is realizable if 𝛿 meets the domain constraints in
the feature space because they demonstrate Android malware properties in the feature space.
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Figure 4.3: The dependency of two units in the app 𝑧 is represented by the dependency of two corresponding
features in the feature representation 𝑥.

4.3.2 Domain Constraints in the Feature Space
Extracting all feature dependencies is not only time-consuming and difficult [174] but
also unnecessary because this could result in misleading dependencies (i.e., spurious cor-
relations [48]) that have an adverse impact on robustness. Thus, we need to identify
the meaningful feature dependencies, which can sufficiently guarantee the domain constraints
in the feature space. To find out which types of feature dependencies are meaningful, we rely
on predefined definitions of domain constraints that have already been formalized within the
problem space [9]. Specifically, here we introduce our new feature-space interpretation for
the four aspects of domain constraints defined in the problem space.

(a) Available perturbations refer to all adversarial perturbations Δ = {𝛿1, 𝛿2, ..., 𝛿𝑛} in the
feature space that ensures 𝑥′ = 𝑥 + 𝛿𝑖 meets domain constraints. Using these perturbations
makes 𝑥′ corresponds to at least one problem-space realizable AE 𝑧′.

Generally, an Android app contains different units (e.g., statements, functions, classes,
and metadata) that provide various functionalities. As shown in Figure 4.3, the presence of a
specific feature in the feature vector depends on the existence of the corresponding unit in
the app. Moreover, the dependencies between multiple units (e.g., SmsManager API and
SEND SMS permission) also indicate that they offer a particular functionality (e.g., sending
messages in Android apps). In the problem space, practical transformations are the ones
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that consider these sorts of dependencies during app modification. For instance, in the code
transplantation technique used to manipulate Android apps [9, 28, 84, 154], an organ (i.e., a
problem-space transformation) is extracted from a donor based on the code dependencies
because an organ must include all codes associated with a certain functionality [106]. In the
problem space, the dependencies between units can be clarified by the System Dependency
Graph [106]; however, these dependencies can be extracted from samples in the feature
space. Therefore, we argue that using feature dependencies is sufficient for interpreting the
domain constraints in the feature space. Specifically, according to the domain constraints
defined in the problem space (i.e., preserved-semantic, robustness-to-preprocessing, and
plausibility constraints), we introduce the following two sets of dependencies over the feature
values in the feature space in (b) and (c).

(b) Perfect feature dependencies refer to the relationships between pairs of features, signi-
fying that both features in each pair of feature dependencies should occur together. Given
a feature-space adversarial example 𝑥′ = 𝑥 + 𝛿𝑖 , the perturbation 𝛿𝑖 ∈ Δ might not satisfy
domain constraints if 𝛿𝑖 does not guarantee all perfect feature dependencies.

The semantic equivalence of two programs (e.g., Android apps) is undecidable [106],
therefore, in the problem space, adversaries satisfy the preserved-semantics constraint by
installing and running the manipulated app 𝑧′ on an Android emulator and performing smoke
testing to make sure that 𝑧′ can be executed without crashing [9, 25, 28, 175]. Similarly, in
the feature space, we should ensure that all perfect feature dependencies corresponding to an
executable app also appear in 𝑥′. Otherwise, if only one of the perfectly dependent features
exists in 𝑥′, 𝑧′ is not a feasible app, as its functionality (e.g., executability) may fail due to
the lack of other dependent units.

(c) Relatively strong feature dependencies refer to the relationships between each individual
feature and the remaining features, highlighting that the feature should appear alongside
at least one other feature that frequently occurs with it. Given a feature-space adversarial
example 𝑥′ = 𝑥 + 𝛿𝑖 , the perturbation 𝛿𝑖 ∈ Δ might not satisfy domain constraints if each
feature in 𝛿𝑖 does not guarantee all relatively strong (including perfect) feature dependencies.

To satisfy the robustness-to-preprocessing constraint in the problem space, it is ensured
that preprocessing operators cannot remove unnecessary content (e.g., unused permissions)
that has been added to 𝑧 during generating 𝑧′ [9]. Similarly, in the feature space, we ensure
that there are no removable added features appearing in 𝑥′ by keeping the features that have a
relatively strong dependency on each added feature. In other words, a specific feature 𝑓 𝑗 in
𝑥′ is regarded as a removable feature that represents an unused unit 𝑢 𝑗 in 𝑧′ when none of
its dependent features appears in 𝑥′. Moreover, to satisfy the plausibility constraint in the
problem space, 𝑧′ is ensured to be plausible under manual inspection [9]. Similarly, in the
feature space, we ensure that 𝑥′ looks plausible when the feature representation is inspected.

It is noteworthy that beyond just preserving the semantics, robustness-to-preprocessing,
and plausibility constraints further require the adversarial example 𝑧′/𝑥′ to be similar to
a realizable app in the problem/feature space. For this reason, in the feature space, we
should ensure that 𝑥′ keeps all features relatively strongly dependent (i.e., the features that
are not necessarily highly dependent, but whose dependencies are stronger than others)
in order to achieve a similar feature representation to that of an executable Android app.
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These dependencies indicate the most dependent features for each feature. Considering
relatively strong feature dependencies is sufficient because they capture the most important
feature dependencies. Furthermore, feature dependencies in both perfect and relatively
strong feature dependencies ensure that dependent features appear together and maintain
consistent relationships. This implies that any alteration in one feature must be matched by
corresponding changes in its dependent feature to reflect valid and plausible combinations
within the feature space. For example, if an adversary changes an app’s API level from
30 to 22 while the app still requests permissions relevant only to API level 30, it creates a
mismatch and results in unrealistic adversarial perturbations.

4.4 Learning Feature-Space Domain Constraints
This section introduces our learning-based method for extracting the above-defined domain
constraints in the feature space. Specifically, we rely on feature correlations to identify perfect
feature dependencies, and a graph-based algorithm called Optimum-Path Forest (OPF) to
further identify the rest of the relatively strong feature dependencies. Regression analysis
is also used in situations where it is necessary to understand how changes in dependent
features affect each other. It is noted that OPF is a parameter-independent algorithm [158]
that essentially considers feature dependencies in our problem to partition dependent features
into a cluster.
Preliminaries of Optimum-Path Forest. OPF is an efficient pattern recognition algorithm
based on graph theory [158]. This algorithm reduces a pattern recognition problem to
the partitioning of a graph G = (V,E) derived from input dataset [176]. G is a complete
weighted graph wherein the vertices V are the feature vectors in the input dataset and the edges
E = V × V are undirected arcs that connect vertices. Moreover, each 𝑒𝑖, 𝑗 ∈ E is weighted
based on the distance between the feature vectors of corresponding vertices 𝑣𝑖 and 𝑣 𝑗 (i.e.,
𝑑 (𝑣𝑖 , 𝑣 𝑗 )). OPF algorithm works based on a simple hypothesis called transitive property
in which the vertices belonging to the same partition are connected by a chain of adjacent
vertices [176]. This algorithm requires several key vertices P ⊂ V called prototypes that have
been found from V based on various approaches such as probability density function [177].
The OPF algorithm partitions G into different Optimum-Path Trees (OPTs) where each OPT
is rooted at one of the prototypes, through a competitive process among the prototypes
to conquer the rest of the vertices [176]. In general, the complete weighted graph G is
partitioned into several OPTs by finding a path from each 𝑣𝑖 ∈ G to the best prototype 𝑝 ∈ P,
which provides an optimal path with the minimum path cost for 𝑣𝑖 .

4.4.1 Our Learning Method
As depicted in Figure 4.4, our method aims to identify two types of domain constraints
Γ′X = {Υ,Λ}, where Υ and Λ show perfect and relatively strong feature dependencies,
respectively. The study conducted in this chapter utilizes the correlation coefficient to identify
feature dependencies because, given the types of dependencies outlined in Section 5.2.3,
using this measurement is sufficient for extracting our desired feature dependencies.
(a) Identification of perfect feature dependencies Υ. Based on the types of features being
analyzed, a suitable correlation coefficient should be chosen to measure the correlation
between every pair of features. The dependency between a pair of features is perfect if the
correlation coefficient between them equals 1. We create Υ, the set of all perfect feature
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Figure 4.4: Overview of our method for learning domain constraints from data based on meaningful feature
dependencies. 𝜑𝑎,𝑏 shows correlation coefficient between 𝑓𝑎 and 𝑓𝑏 , and 𝑐 𝑓𝑎 represents the path cost from 𝑓𝑎 to
the best prototype identified by solving equation (4.4).

dependencies based on the identified perfect correlations. Note that each B𝑖 ∈ Υ includes all
features in F that are perfectly correlated where F is the feature set of X.
(b) Identification of relatively strong feature dependencies Λ. Based on our explanation
in Section 5.2.3, considering only the perfect feature dependencies is insufficient for ensuring
that feature-space AEs closely resemble the feature representations of realizable Android apps.
For this reason, we adopt OPF to further learn other relatively strong feature dependencies
beyond the perfect ones. The proposed version of OPF partitions F into the different groups
A𝑖 where the features that are more interdependent belong to the same cluster. As shown in
Figure 4.4, to construct OPF, we first create a complete weighted graph G = (V,E) where
G = F, and E = F × F includes the edges between each pair of features ( 𝑓𝑎, 𝑓𝑏) weighted by
correlation coefficient. Then, from each set of very strongly correlated features (i.e., 𝜑 > 0.9),
we randomly select one feature as a prototype. This is due to the fact that highly correlated
features can naturally indicate a potential cluster, making them suitable for clustering the
remaining features. Finally, G is partitioned based on the typical method used in the OPF
algorithm which is slightly modified, particularly its connectivity and cost functions, because
here, the weights of edges are specified based on the correlation coefficient instead of distance
as in the original algorithm. Suppose 𝜋 𝑓𝑏 , 𝑓𝑎 = ⟨ 𝑓𝑏, ..., 𝑓𝑘 , 𝑓𝑎⟩ is a path from 𝑓𝑏 to 𝑓𝑎. In the
modified OPF algorithm, a connectivity function 𝑓𝑚𝑖𝑛, which is a smooth function, assigns a
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path cost to each path as follows:

𝑓𝑚𝑖𝑛 (⟨ 𝑓𝑏⟩) =
{

1 if 𝑓𝑏 ∈ P
−∞ 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑓𝑚𝑖𝑛 (𝜋 𝑓𝑏 , 𝑓𝑘 .⟨ 𝑓𝑘 , 𝑓𝑎⟩) = 𝑚𝑖𝑛{ 𝑓𝑚𝑖𝑛 (𝜋 𝑓𝑏 , 𝑓𝑘 ), 𝜑( 𝑓𝑘 , 𝑓𝑎)}
(4.3)

where 𝜋 𝑓𝑏 , 𝑓𝑘 .⟨ 𝑓𝑘 , 𝑓𝑎⟩ shows the connection of the edge ⟨ 𝑓𝑘 , 𝑓𝑎⟩ to the path 𝜋 𝑓𝑏 , 𝑓𝑘 . As shown
in equation (4.3), the path cost of 𝜋 𝑓𝑏 , 𝑓𝑎 is the minimum weight of edges along the path. The
modified OPF algorithm aims to find an optimal path for each 𝑓𝑎 ∈ F by maximizing 𝑓𝑚𝑖𝑛
through the following cost function:

𝐶𝑜𝑠𝑡 ( 𝑓𝑎) = max
∀ 𝑓𝑝∈P, 𝜋 𝑓𝑝 , 𝑓𝑎

{ 𝑓𝑚𝑖𝑛 (𝜋 𝑓𝑝 , 𝑓𝑎 )}. (4.4)

where P shows the prototype set. Optimum-path trees constructed by the OPF algorithm
let us determine other relatively strong correlations because an OPT includes a subset of
all features in the feature space (i.e., A ⊂ F) where each feature 𝑓𝑎 ∈ A is more dependent
on other features in A as compared to the rest of features F\A. According to the specified
OPTs, we create Λ which is the set of all relatively strong feature dependencies. Each A𝑖 ∈ Λ
contains all the features in F that are relatively strongly correlated.

Note that we also demonstrate that our OPF-based identification method is better than a
simple baseline that uses a fixed threshold to keep highly correlated features—see results in
Section 4.6.4.
Regression Analysis. For non-binary feature spaces used by some detectors like Ma-
MaDroid [95], where its features represent Markov transition probabilities between API
calls, we need to not only specify dependent features but also understand how variations in
one feature affect others. Specifically, to show how adversarial perturbations in feature 𝑓𝑎
influence feature 𝑓𝑏, we fit a regression model with 𝑓𝑎 as the independent variable and 𝑓𝑏 as
the dependent variable. This model helps predict feasible values of 𝑓𝑏 based on 𝑓𝑎, ensuring
𝑓𝑏 looks representative of feasible apps.

4.5 Applying Feature-Space Domain Constraints
This section explores two approaches to demonstrate how our learned domain constraints
can be applied to counter evasion attacks.

4.5.1 Adversarial Example Detection
According to our learned domain constraints, we propose a technique to identify AEs
in advance, before engaging the ML model constructed for AMD. Specifically, we first
introduce a way to validate how our learned feature-space domain constraints can represent
the domain constraints of feasible apps. To this end, we define a new metric called Constraints
Satisfaction Rate (CSR) to measure the ratio of the features that satisfy our learned domain
constraints to all the features of a particular sample. By satisfying our learned domain
constraints, we mean that one specific feature appears simultaneously with at least one of
its relatively strong dependent features and all its perfectly dependent features specified in
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Figure 4.5: Illustration of generating a feature-space realizable AE 𝑥∗1 by adding missed meaningful dependent
features 𝜂 to unrealizable AE 𝑥′1. The area surrounded by the black closed curve represents the actual realizable
feature space determined by the complete domain constraints ΓX, while the blue closed curve area represents the
realizable feature space determined by our learned domain constraints Γ′X. Our learned realizable space is a subset
of the actual realizable space due to the limitation of learning from finite data.

Λ and Υ, respectively. Then, we use CSR as a criterion to distinguish AEs from feasible
apps, such that an input app is considered AE if the CSR of its feature representation falls
below a threshold. This criterion aids in confronting evasion attacks (e.g., [13, 17, 26]) that
generate AEs through norm-bounded perturbations without considering the properties of
feasible apps. For further details on these attacks, refer to Section 4.2.1.

Note that we do not expect the feature representation of feasible apps to fully satisfy our
learned domain constraints because as shown in Figure 4.5, our learned domain constraints
are indeed a subset of true feature-space domain constraints. This is mainly because they are
learned from a finite set of samples that might not fully represent the true distribution of all
existing apps.

4.5.2 Adversarial Hardening
This defense approach emphasizes integrating AEs into the training process of the classifier
alongside the original training set [150]. In this chapter, we introduce two defense tech-
niques based on adversarial hardening, which are proposed by adapting typical adversarial
training [148] and adversarial retraining [162] approaches to employ our learned domain
constraints.

4.5.2.1 Adversarial Training with Domain Constraints
AT is a well-established defense strategy against AEs that is widely used in the context of
Android malware [14, 17, 24, 25, 28, 154]. This defense strategy proactively incorporates
the generation of AEs into the training phase of ML models [178]. It solves the following
min-max optimization for AT [150, 179]:

min
𝜃

E(𝑥𝑖 ,𝑦𝑖 )∼D [ max
𝛿⊨{Ω,Γ′X }

L( 𝑓𝜃 (𝑥 + 𝛿), 𝑦)] (4.5)

where L denotes the loss function and 𝜃 denotes the parameters of the Android malware
detector 𝑓𝜃 . Moreover, E is the expected value of inner optimization according to (𝑥𝑖 , 𝑦𝑖) ∼ D
indicating training data samples drawn from the distribution D. As shown in equation 4.5,
the adversarial perturbations 𝛿, which is found by solving the inner optimization, must
satisfy not only initial feature space constraints (i.e., 𝛿 ⊨ Ω), which is often norm-bounded
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Algorithm 4.1: Applying our feature-space domain constraints
Input: Att.: a feature-space adversarial attack; 𝛿: an adversarial perturbation found

by Att.;
Γ′X = {Υ,Λ}: feature-space domain constraints.
Output: 𝛿∗, a realizable adversarial perturbation.

1 𝛿∗ ← 𝛿.
2 foreach feature 𝑓 𝑗 in 𝛿 do
3 if there exists B𝑘 ∈ Υ including 𝑓 𝑗 then
4 foreach feature 𝑓𝑏 ∈ B𝐾 do
5 Load the regression model M for 𝑓 𝑗 → 𝑓𝑏 if it exists; otherwise, build it.
6 Add M( 𝑓𝑏) into 𝛿∗.
7 end
8 end
9 Find A𝑖 ∈ Λ containing 𝑓 𝑗

10 Select 𝑓𝑎 ∈ A𝑖\{ 𝑓 𝑗 }, which appears the most important for Att.
11 Load the regression model M for 𝑓 𝑗 → 𝑓𝑎 if it exists; otherwise, build it.
12 Add M( 𝑓𝑎) into 𝛿∗.
13 end
14 return 𝛿∗

constraints but also our learned feature-space domain constraints (i.e., 𝛿 ⊨ Γ′X) because as
depicted in Figure 4.5, satisfying Γ′X can turn an unrealizable AE into a realizable AE. Lines
2 to 13 in Algorithm 4.1 show how an adversarial perturbation 𝛿 becomes realizable by
adding dependent features. Note that in Line 10 of Algorithm 4.1, we select a feature from
A𝑖\{ 𝑓 𝑗 } into 𝛿∗ that seems the most important for the input attack Att., e.g., the feature
associated with the highest gradient provided by a gradient-based attack. In Lines 5 (and 11),
we construct a regression model M using the training set, with 𝑓 𝑗 as the independent variable
and 𝑓𝑏 (and 𝑓𝑎) as the dependent variable. M is used to estimate plausible values for 𝑓𝑏 (and
𝑓𝑎) based on 𝑓 𝑗 . To minimize the computational overhead of Algorithm 4.1, we cache new
regression models, eliminating the need to rebuild them for similar cases. It is important to
note that regression models are employed for estimating dependent feature values only when
the input feature space is non-binary. For a binary feature space, it is sufficient just to add the
dependent features (i.e., skip Lines 5 and 11 in Algorithm 4.1 and adjust Lines 6 and 12 to
include 𝑓𝑏 or 𝑓𝑎 in 𝛿∗).

Over the past years, Projected Gradient Descent (PGD) [148] has been extensively applied
in the field of malware detection [24, 25, 35, 180]. The study conducted in this chapter
uses PGD adapted for the Android malware domain [24] to find 𝛿. We adopt the 𝐿1 norm
bound as the perturbation bound for PGD. This attack, which is described in Algorithm 4.2,
has been modified slightly for the purpose of of this chapter. Specifically, we follow the
suggestion in [24] and incorporate a normalization step to address the small-gradients
issue, which may occur especially when the feature space is binary. This step involves
updating the perturbation 𝛿 in the steepest gradient direction, which is computed as the unit
vector 𝑒 with 𝑒 𝑗∗ = 𝑠𝑖𝑔𝑛(𝑔 𝑗∗ ) for 𝑗∗ = arg max1≤ 𝑗≤𝑑 |𝑔 𝑗 | [181], where 𝑔 𝑗 is the value of
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Algorithm 4.2: PGD Attack under 𝐿1 bounds and our feature-space domain
constraints

Input: (𝑥, 𝑦): a malware sample where 𝑥 and 𝑦 is the feature vector of the sample
and its label; 𝑓𝜃 : target malware detector with parameters 𝜃; L: loss function
of 𝑓𝜃 ; 𝑘: steps; 𝛼: step-size; 𝑞: percentile; 𝜖 : the 𝐿1 norm perturbation
bound; Γ′X: our learned domain constraints; F: the feature set characterizing
the dimensions of feature space X

1 . Output: 𝑥′, the perturbed samples.
2 𝛿← a vector of 0 with length 𝑥.
3 foreach 𝑖 = 1 to 𝑘 do
4 𝑔 ← ∇𝛿𝑖L( 𝑓𝜃 (𝑥 + 𝛿𝑖), 𝑦).
5 𝑒 ← {𝑟 (𝑔 𝑗 ) if 𝑔 𝑗 ≥ 𝑃𝑞 (𝑔) else 0|1 ≤ 𝑗 ≤ 𝑑} where 𝑟 (𝑔 𝑗 ) is a function that

rounds the value 𝑔 𝑗 up to the nearest integer, 𝑑 is the dimension of 𝑥 and 𝑃𝑞 (𝑔)
is the 𝑞-th percentile of 𝑔.

6 𝛿𝑖 ← 𝛿𝑖−1 + 𝛼 × 𝑒.
7 𝛿𝑖 ← 𝜖 .

𝛿𝑖
max{ 𝜖 ,∥𝑥 ∥1 } .

8 end
9 if F is composed of discrete features then

10 𝐶,𝑈 ← Select top-𝜖 features in 𝛿 with highest values, and their corresponding
values.

11 𝛿, 𝛿′ ← two vectors of 0 with length 𝑥.
12 while ∥𝛿∥1 ≤ 𝜖 do
13 𝑐 ← Remove top-1 feature from 𝐶.
14 𝛿′𝑐 ← 𝑈 [𝑐].
15 Apply Algorithm 4.1 to ensure 𝛿′ satisfies Γ′X.
16 if ∥𝛿∥1 + ∥𝛿′∥1 ≤ 𝜖 then
17 𝛿← 𝛿 + 𝛿′.
18 end
19 𝛿′ ← a vector of 0 with length 𝑥.
20 end
21 end
22 𝑥′ ← 𝑥 + 𝛿.
23 return 𝑥′

the 𝑗-th index of the gradient 𝑔 = ∇𝛿𝑖L( 𝑓𝜃 (𝑥 + 𝛿𝑖), 𝑦) computed in 𝑖-th iteration of PGD,
and 𝑑 is the dimension of sample 𝑥. In this chapter, we consider 𝑔 𝑗 rather than |𝑔 𝑗 | since
our attacker can only add features for generating AEs. Moreover, as shown in Line 4 of
Algorithm 4.2, we adopt the proposed solution from [181] to address the inefficiency of
updating a single feature by updating multiple features simultaneously. We use the projection
operator demonstrated in [161] to project perturbation 𝛿𝑖 into 𝐿1 norm bound with the size
of 𝜖 (Line 7 in Algorithm 4.2). Note that as stated in [148], this attack lets 𝛿 be continuous
during the optimization process. However, as shown in Lines 9 to 19, if the input feature
space is discrete, we map 𝛿 to the discrete feature space by considering at most 𝜖 indices in 𝛿
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(including the top features with the highest values and their dependent features specified by
Algorithm 4.1) before incorporating 𝛿 into the input malware sample. We ensure that the
process of adding each feature, including its dependent features, from the top-𝜖 features of
the initially identified 𝛿 to the final 𝛿 is carried out in a manner that respects the perturbation
bound 𝜖 unless the feature should not be included. Our mapping approach makes 𝛿 a
realizable adversarial perturbation; however, considering only the top-𝜖 indices in 𝛿 might
lead to creating an unrealizable adversarial perturbation.

It is important to note that besides PGD, various other methods, especially those designed
for discrete feature spaces [182, 183], can be used in the inner maximization problem of equa-
tion 4.5 to identify adversarial perturbations. In Appendix 4.A, we examine Sparse-RS [12],
which was originally tested on AMD, instead of PGD, and evaluate its performance. More-
over, since we are focused on defense, the goal of Algorithm 4.1 is not to generate realizable
AEs that mislead malware classifiers but rather to convert adversarial perturbations produced
during robust optimization into realizable ones. Although incorporating dependent features
in these perturbations may reduce misclassification confidence compared to the original
adversarial perturbations, our preliminary analysis demonstrates that the misclassification
confidence of the feature representations of malware samples adversarially modified by our
approach is still significantly higher than that of the original malware samples, showcasing
their effectiveness in AT.

4.5.2.2 Adversarial Retraining with Domain Constraints
This adversarial hardening method directly uses AEs to augment the training data. Suppose
D𝑚 = {(𝑥𝑖 , 𝑦𝑖) |𝑥𝑖 ∈ X, 𝑦𝑖 = 1, 𝑖 = 1, ..., 𝑘} shows a fraction of all the malware samples
in the input training set D. In adversarial retraining, we first construct an adversarial set
D𝑎𝑚 = {(𝑥′

𝑖
, 𝑦𝑖) |𝑥𝑖 ∈ X, 𝑦𝑖 = 1, 𝑖 = 1, ..., 𝑘} where each 𝑥′

𝑖
is the adversarial example of 𝑥𝑖

that is generated by using an evasion attack. Then, we use D′ = D ∪ D𝑎𝑚, the mixed set that
is augmented with AEs, to retrain the ML models.

The study conducted in this chapter considers our learned domain constraints in the
evasion attack that is supposed to prepare D𝑎𝑚 because we aim to augment D with realizable
AEs. In fact, every adversarial perturbation 𝛿 generated by the evasion attack must satisfy
both the feature-space constraints and our learned domain constraints (i.e., 𝛿 ⊨ Ω and 𝛿 ⊨ Γ′X).
Note that to adhere to our learned domain constraints, the evasion attack should add an
adversarial feature alongside one of its relatively strong dependent features, as well as all
its perfectly dependent features specified in Λ and Υ, respectively. The values of the newly
added dependent features are determined based on the adversarial features using a regression
model M, similar to the method described in Algorithm 4.2.

4.6 Experimental Results
In this section, we empirically evaluate the performance of our learned domain constraints in
confronting evasion attacks aimed at tricking AMD. Specifically, our experiments aim to
answer the following research questions:

RQ1. Can our learned domain constraints be applied to counter evasion attacks that generate
AEs without ensuring their feasibility? (Section 4.6.2)
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RQ2. Can our learned domain constraints help AT enhance the robustness of the detectors
against realistic evasion attacks? (Section 4.6.3)

RQ3. Can our OPF-based method effectively extract meaningful feature dependencies?
(Section 4.6.4)

RQ4. Can our feature-space realizable AEs outperform the conventional problem-space
realizable AEs? (Section 4.6.5)

All the experiments have been performed on a Debian Linux workstation with an Intel
(R) Core (TM) i7-4770K, CPU 3.50 GHz, 32 GB RAM, and GPU GeForce RTX 3080 Ti.

4.6.1 Experimental Setup
Threat Models and Attacks. The evasion attacks considered in our experiments generate
AEs based on the threat model that is described with three attributes:

• Adversary’s Goal. The goal of the adversary is to trigger the Android malware
detector to misclassify the adversarial (malware) example as benign.

• Adversary’s Knowledge. The adversary may have perfect knowledge (PK), limited
knowledge (LK), or zero knowledge (ZK) about the target model, including its learning
algorithm, training data, feature space, and parameters. In other words, in PK, LK, and
ZK attacks, the target model is considered as a white-, gray-, and black-box model by
the adversary, respectively. In our experiments, we assess the efficacy of our approach
using whole three types of attacks.

• Adversary’s Capability. The adversary can generate AEs either in the feature
space by perturbing feature representations under feature-space constraints, or in
the problem space by applying a sequence of transformations under domain con-
straints [9]. Here we follow the common practice of only considering feature-addition
transformations/perturbations [9, 17, 84].

To explore RQ1, we use three evasion attacks, GenDroid [26], ShadowDroid [13],
and Grosse attack [17], which generate AEs under ZK, LK, and PK settings, respectively.
These attacks generate adversarial perturbations irrespective of domain constraints, raising
doubts about the realizability of the resulting AEs. Moreover, our work considers a realistic
problem-space attack, known as PiAttack2 [9], to empirically investigate different RQs
stated in Section 4.6. PiAttack is a white-box attack that generates problem-space realizable
AEs by applying effective problem-space transformations (i.e., code snippets called gadgets
extracted from donor apps) specified by feature-space perturbations. Note that PiAttack can
be regarded as an adaptive attack, as it inherently knows our domain constraints. We refer
the reader to Appendix 4.B for the technical details of PiAttack.

As a comparison, we also consider the well-known PGD attack introduced in Section 4.5,
which directly adds perturbations in the feature space constrained by specific 𝐿1 norm bounds.
Specifically, we use PGD for both AT and attacking target detectors. Furthermore, in the
experiments involving adversarial retraining (i.e., Section 4.6.4 and Section 4.6.5), we have
2PiAttack is also referred to as the PK-Greedy attack.
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developed a feature-space attack called PK-Feature, which operates in a manner similar to
PiAttack within the feature space. See Appendix 4.C for more details about this attack.
Target Detector. We use the well-known DREBIN-Support Vector Machine (SVM) [96] as
a baseline target Android malware detector. This detector builds a linear SVM in a binary
feature space consisting of eight types of features (e.g., permissions and restricted API calls).
The regularization hyperparameter of the implemented linear SVM is 𝐶 = 1 [9]. It is worth
mentioning that for AT, we also consider DREBIN-Deep Neural Network (DNN) [154]
consisting of four layers with the dimensions as 10, 000 × 1, 024 × 512 × 2. We also
take into account another DNN-based malware detector called DroidAPIMiner-DNN. This
malware detector, which leverages the DroidAPIMiner [123] feature representation (i.e., a
binary feature representation solely constructed from API calls appearing in Android apps),
consists of four layers with the dimensions as 337 × 256 × 128 × 2, where 337 represents
the dimension of our samples represented based on DroidAPIMiner feature representation.
Given the potential limitations in DREBIN and DroidAPIMiner, as discussed in [184]
and [185] respectively, we consider a more advanced malware detector called RAMDA-DNN.
This new malware detector, built upon a robust feature representation derived through
Autoencoder [159], exhibits an architecture similar to DroidAPIMiner but instead uses 269
in the input layer, showing the dimensions of samples. All DREBIN-DNN, DroidAPIMiner-
DNN, and RAMDA-DNN employ ReLU activation functions in their hidden layers and a
Sigmoid activation function in their output layer. We train these malware classifiers for 100
epochs with a batch size of 1024.

While binary feature representation is common in the malware domain, we consider
another family of malware detectors called R-PackDroid-DNN, which operates on a discrete,
non-binary feature representation to demonstrate the broad applicability of our method. This
detector utilizes the R-PackDroid-DNN [160] feature representation, where each feature
represents the frequency of a specific type of system API component, such as a package,
class, or method, within Android apps. The R-PackDroid-DNN model is composed of four
layers with dimensions 2155×1024×512×2, where 2155 corresponds to the dimensionality
of the samples, based on the R-PackDroid feature representation derived from the classes of
system API components employed in the apps.
Dataset. We use a public Android dataset [9] including ≈ 152𝐾 Android apps collected
from AndroZoo [125]. In this dataset, an app is defined as malware if it is detected by
4+ VirusTotal AVs, and as a benign sample, if no AVs detect it. We randomly select
a test set of 30𝐾 samples, comprising 25𝐾 benign and 5𝐾 malware samples, while the
remaining ≈ 122𝐾 samples, including ≈ 111𝐾 benign and ≈ 11𝐾 malware samples, are
designated as the training set. Note that we consider a fair proportional distribution between
benign and malware samples to mitigate spatial bias [128]. To assess DREBIN, samples
are represented based on the DREBIN feature representation [96], a widely used binary
feature set in recent studies [9, 12, 20, 24, 84, 154]. Since the DREBIN feature space is a
very high-dimensional (i.e., over 1𝑀 features) but sparse feature space, with a significant
amount of redundant features impacting DREBIN’s performance [184], we select the 10𝐾
most distinguishing features following the recommendations from previous studies [16, 25].
We perform feature selection and feature dependency extraction solely on the training set,
preventing the data-snooping pitfall [48]. To measure the correlation between every pair
of features, which is crucial for extracting meaningful feature dependencies, we use phi
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Figure 4.6: CSR of AEs generated by the domain-constraint-aware attacks, PiAttack vs. the domain-constraint-
agnostic attacks, PGD, when they target DREBIN-DNN.

coefficient [186] because the feature space of target detectors considered in our evaluation
consists of binary features. To evaluate the adversarial robustness of different Android
malware detectors, we randomly select 1𝐾 malware samples from the test set, representing
diverse malware families, to generate the AEs.
Evaluation Metrics. For evaluating the malware detectors, we consider Accuracy (Acc) as
well as True Positive Rate (TPR) and False Positive Rate (FPR). Specifically, we calculate
clean Acc on benign and malware examples for model utility and robust Acc on adversarial
malware examples for robustness.

4.6.2 Evaluating Our Learned Domain Constraints
To answer RQ1, we first validate the utility of our learned domain constraints for representing
Android malware properties by empirically evaluating if they can help to distinguish realizable
AEs from unrealizable AEs. To this end, we demonstrate how the added features in AEs
generated by different attacks on the DREBIN-DNN, which is based on standard training,
can satisfy our learned domain constraints. Specifically, we consider two attacks, i.e., the
domain-constraint-aware attack, PiAttack, and the domain-constraint-agnostic attack, PGD.
Both attacks are bounded by the 𝐿1 norm 𝜖 = 30. We calculate CSR defined in Section 4.5.1
for the AEs successfully generated by both attacks. Figure 4.6 demonstrates that AEs
generated by the realistic attack can better satisfy our learned domain constraints than the
unrealistic attack. Specifically, the average CSR of AEs generated by PiAttack is 73.8%, and
that of the AEs generated by PGD is only 44.6%. The relatively high CSR results related
to PiAttack confirm that our extracted feature dependencies can adequately represent the
domain constraints. Note that we expect that using a larger number of training samples
would further improve the results.

Our empirical evaluation suggests that it is possible to differentiate realizable AEs from
unrealizable AEs by setting a CSR threshold. Specifically, we consider the AEs above
this CSR threshold as realizable AEs and otherwise, unrealizable AEs. Here we calculate
the CSR for each example based on all its features rather than only the added adversarial
features because, in practice, it is not known which of all features are added by an attack.
Figure 4.7 shows the results with varied CSR thresholds and 𝜖 bounds. As can be seen, the
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Figure 4.7: Differentiating realizable AEs generated by PiAttack from unrealizable AEs generated by PGD based on
our learned domain constraints when the attacks target DREBIN-DNN. Results are reported for various 𝐿1 norm
bounds.

CSR threshold should be high enough to differentiate realizable AEs from unrealizable AEs.
However, the CSR should not be set too high because our learned domain constraints may
not perfectly represent the actual domain constraints. In addition, the differentiation is easier
when the 𝜖 bounds are high (e.g., 𝜖 = 20 and 𝜖 = 30). Note that a lower 𝜖 requires a higher
threshold for optimal accuracy. This is because a lower 𝜖 implies fewer perturbed features,
which means more features remain the same as the original features, leading to a higher CSR
baseline.

Finally, we assess our defense, introduced in Section 4.5.1, to show the impact of our
learned domain constraints on identifying AEs generated by three evasion attacks: GenDroid,
ShadowDroid, and Grosse Attack, whose resulting AEs may not be realizable. Specifically,
we prepare an evaluation set comprising 5𝐾 benign samples and 1𝐾 malware samples
randomly selected from the test set. Depending on the attack under investigation, AEs
of malware samples generated by GenDroid, ShadowDroid, or Grosse Attack targeting
DREBIN-DNN are also included in the evaluation set. All attacks are constrained by an 𝐿1
norm bound of 𝜖 = 30 for AE generation. Furthermore, our preliminary evaluation indicates
that setting the CSR threshold at 92% can result in high detection rates of AEs. Table 4.1
demonstrates the capability of our proposed AE detection method to effectively identify AEs.
It is worth noting that utilizing a smaller CSR threshold can decrease the occurrences of
false detections, albeit at the expense of reducing AE detection rates.

Table 4.1: TPR and FPR of the proposed AE detection method against various evasion attacks.

Attack TPR FPR

GenDroid 97.5% 6.9%
ShadowDroid 95.2% 4.3%
Grosse Attack 75.4% 6.9%
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RQ1. Can our learned domain constraints be applied to counter evasion attacks that
generate AEs without ensuring their feasibility?
Yes, because our learned domain constraints are capable of distinguishing
between realizable AEs and unrealizable AEs.

4.6.3 Evaluating Our Defense
In order to answer RQ2 stated in Section 4.6, this section empirically evaluates our defense,
which is based on AT with realizable AEs generated by considering feature-space domain
constraints, as introduced in Section 4.5.2.1. Specifically, DREBIN-DNN, DroidAPIMiner-
DNN, RAMDA-DNN, and R-PackDroid-DNN are trained with different strategies: standard
training indicating w/o defense, AT with unrealizable AEs, and our AT with realizable
AEs. We also consider a state-of-the-art AT strategy [161] that relies on non-uniform
perturbations, denoted as AT-Non-Uniform-Perturbations in our experiment. We refer the
reader to Appendix 4.D for further details about the AT-Non-Uniform-Perturbations approach.
For all three AT approaches, PGD [24] is adopted to generate AEs in every training epoch.
Specifically, half of the training malware samples are used to generate AEs and the rest
remain unmodified. To generate realizable AEs in the R-PackDroid feature space, we use
random forest regression, which can capture the complex relationships, to build the regression
models mentioned in Algorithm 4.1. Our preliminary evaluation shows that PiAttack requires
adding an average of 30 new features to achieve a successful AE in attacking DREBIN-DNN,
6 new features for DroidAPIMiner-DNN, and 15 new features for both RAMDA-DNN and
R-PackDroid-DNN. Therefore, we adopt 𝐿1 norm bound with 𝜖 = 30 for DREBIN-DNN,
𝜖 = 6 for DroidAPIMiner-DNN, and 𝜖 = 15 for both RAMDA-DNN and R-PackDroid-DNN.
It is worth emphasizing that the perturbation bounds for all AT approaches are the same.
Moreover, since AT uses minibatch Stochastic Gradient Descent to train DNN models, there
is inherent randomness in the selection of samples, particularly malware samples, in each
batch. To account for this randomness and reduce bias, we perform the experiment across
five trials. This involves repeating the experiments five times and reporting the average
results for both the model’s performance on clean data and its adversarial robustness.

Table 4.2 shows the performance of different detectors on clean samples and Figure 4.8
reports their robustness. For robustness, we test both the unrealistic attack, PGD, and
the realistic attack, PiAttack, and vary the 𝜖 values for both attacks. Considering large
perturbation bounds beyond norm-bounded perturbations can provide insights into the
detector’s performance against realistic attacks, which normally may succeed with large
perturbations. We make sure that the AEs are generated from the malware samples that
were correctly detected by malware detectors. As can be seen, in general, different defenses
yield similar clean performance (Table 4.2) but different robustness (Figure 4.8). For
DREBIN-DNN, our defense achieves the best robustness with an accuracy of 92.7%, thus
surpassing the performance of AT-Unrealizable AEs and AT-Non-Uniform-Perturbations for
𝜖 = 30. Specifically, for larger values of 𝜖 , the improvement of our proposed approach over
other robust detectors, especially over AT-Non-Uniform-Perturbations slightly increases. For
DroidAPIMiner-DNN, RAMDA-DNN, and R-PackDroid-DNN, our defense is still the best,
e.g., 59.9% vs. 43.3% for AT-Non-Uniform-Perturbations at 𝜖 = 6 when the target detector
is DroidAPIMiner, 73.5% vs. 62.4% for AT-Non-Uniform-Perturbations at 𝜖 = 15 when the
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(g) R-PackDroid-DNN
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Figure 4.8: The adversarial robustness of different detectors against both an unrealistic attack (PGD) and a realistic
attack (PiAttack). Results are averaged over five trials. DREBIN-DNN, DroidAPIMiner-DNN, and RAMDA-DNN
operate on binary feature spaces, whereas R-PackDroid-DNN operates on a non-binary feature space.
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Table 4.2: The average model utility of different malware detectors based on five trials. DREBIN-DNN,
DroidAPIMiner-DNN, and RAMDA-DNN operate on binary feature spaces, whereas R-PackDroid-DNN operates
on a non-binary feature space.

Detector Defense TPR FPR Clean Acc

DREBIN-DNN

W/O Defense 81.0% 0.4% 96.4%
AT-Unrealizable-AEs 79.6% 0.4% 96.2%
AT-Non-Uniform-Perturbations 81.2% 0.4% 96.5%
AT-Realizable-AEs (ours) 81.0% 0.4% 96.3%

DroidAPIMiner-DNN

W/O Defense 77.2% 1.0% 95.4%
AT-Unrealizable-AEs 76.1% 1.0% 95.2%
AT-Non-Uniform-Perturbations 74.5% 1.0% 94.9%
AT-Realizable-AEs (ours) 75.1% 1.0% 95.0%

RAMDA-DNN

W/O Defense 86.1% 0.9% 96.9%
AT-Unrealizable-AEs 84.9% 0.8% 96.8%
AT-Non-Uniform-Perturbations 85.3% 0.9% 96.7%
AT-Realizable-AEs (ours) 84.0% 0.9% 96.6%

R-PackDroid-DNN

W/O Defense 80.4% 0.9% 95.9%
AT-Unrealizable-AEs 77.7% 1.1% 95.4%
AT-Non-Uniform-Perturbations 77.4% 1.0% 95.4%
AT-Realizable-AEs (ours) 78.0% 1.0% 95.5%

target detector is RAMDA-DNN, and 28.5% vs. 25.4% for AT-Non-Uniform-Perturbations
at 𝜖 = 15 when the target detector is R-PackDroid-DNN. Figure 4.8 also demonstrates
that evaluating detectors against unrealistic attacks may not accurately reflect the actual
robustness against realistic attacks. As an example, with DREBIN-DNN as the target detector
at 𝜖 = 30, it would slightly overestimate the robustness of AT-Unrealizable AEs but largely
underestimate the robustness of AT-Non-Uniform-Perturbations and our AT-Realizable AEs.

RQ2. Can our learned domain constraints help AT enhance the robustness of the
detectors against realistic evasion attacks?
Yes, incorporating our learned domain constraints provides AT with feature-
space realizable AEs, which are more effective than AT with feature-space
unrealizable AEs.

4.6.4 Evaluating Our OPF-based Method
In this experiment, we aim to answer RQ3 stated in Section 4.6 by validating the ability
of OPF to extract meaningful feature dependencies. We compare the proposed OPF-based
method with a straightforward baseline method that is based on threshold clustering (TC). For
a specific feature 𝑓𝑎, TC exclusively chooses the dependent features from its top-N dependent
features. As a sanity check, we also report the results for TC with bottom-N dependent
features, where the least dependent features are used. This experiment specifically compares
the adversarial robustness of DREBIN-SVM retrained based on the defense introduced in
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Section 4.5.2.2 by changing 500 malware samples of the training data set to AEs when
OPF- or TC-based approach is used to make them realizable. Note that for re-training
DREBIN-SVM with AEs, we use PK-Feature under our learned domain constraints. Here
we measure the robustness of different augmented DREBIN-SVMs against transferable
problem-space realizable AEs generated by PiAttack using the original DREBIN-SVM as
the surrogate detector. This is because generating problem-space AEs directly on different
augmented DREBIN-SVMs in a white-box setting is time-consuming. Moreover, we
make sure that the AEs are generated from the malware samples correctly detected by all
augmented DREBIN-SVMs, and the results are calculated on successful AEs for the original
DREBIN-SVM.

Table 4.3 shows that the clean accuracy for all three detectors is comparable. For
robustness, although the TC method confirms the effectiveness of considering feature
correlations in identifying feature dependencies that enhance adversarial robustness, our
proposed OPF method surpasses it (82.9% vs. 69.4% under Top-80). In contrast, as expected,
using bottom-N features leads to significantly worse results. It is also worth mentioning that
the TC method requires careful tuning (e.g., via linear search) of the hyperparameter 𝑁 to
achieve the best performance but our OPF approach does not.

RQ3. Can our OPF-based method effectively extract meaningful feature dependen-
cies?
Yes, OPF notably outperforms the baseline that simply selects top-N dependent
features.

4.6.5 Feature-Space Realizable AEs vs. Problem-Space Realizable
AEs

To explore RQ4 stated in Section 4.6, we assess how using different types of realizable AEs
impacts the training speed and generalizability of ML-based malware detection. Note that

Table 4.3: The model utility and robustness of DREBIN-SVM augmented by OPF-based method vs. TC-based
method.

Detector N Clean Acc Robust Acc

OPF-DREBIN-SVM N/A 96.6% 82.9%

TC-DREBIN-SVM
(Top-N)

20 96.6% 45.7%
40 96.7% 64.6%
60 96.6% 65.2%
80 96.8% 69.4%

100 96.7% 57.1%

TC-DREBIN-SVM
(Bottom-N)

20 96.7% 12.9%
40 96.7% 13.8%
60 96.7% 24.0%
80 96.6% 13.6%

100 96.6% 11.6%
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when investigating generalizability, we aim to understand how well a detector, enhanced
with realizable AEs, can resist problem-space attacks that generate realizable AEs distinct
from those used during model training. In other words, our objective is to evaluate the
robustness of a detector hardened with certain transformations against attacks utilizing
new transformations. To accomplish this, we retain some problem-space transformations
exclusively for the purpose of attacking, while others are available for use during the training
phase. Specifically, we randomly select a subset of collected problem-space transformations.
We then employ PiAttack with this subset of transformations to convert 500 malware
samples in the training set into problem-space realizable AEs. Subsequently, we expand
our training set by incorporating these problem-space realizable AEs and proceed to retrain
DREBIN-SVM. We follow a similar process to retrain DREBIN-SVM with our feature-space
realizable AEs, which are generated by PK-Feature operating under our learned domain
constraints, in contrast to the unconstrained variant (PK-Feature-un) that uses perturbations
without enforcing such constraints. From Table 4.4, we can observe how various retraining
strategies perform in terms of training speed and the level of robustness they offer. PiAttack
directly targets DREBIN-SVM hardened with different defenses to generate problem-space
realizable AEs from a set of 500 malware apps. In Table 4.4, NoF indicates the number of
AEs, R Time denotes the retraining time, and C Acc represents the clean accuracy. Moreover,
R Acc1 and R Acc2 denote robust accuracy against realizable AEs generated by a subset of
problem-space transformations, which are also employed during retraining, and against all
problem-space transformations, respectively. Table 4.4 demonstrates the significant increase
in computational complexity when retraining DREBIN-SVM with problem-space realizable
AEs compared to the scenario where we utilize feature-space AEs for retraining.

Furthermore, it’s evident that AT-PiAttack primarily enhances robustness against realiz-
able AEs that resemble those used during retraining. However, this robustness significantly
diminishes when faced with realizable AEs that might differ from those employed in ad-
versarial retraining. On the other hand, employing feature-space realizable AEs during
retraining aids in maintaining the detector’s robustness. In fact, utilizing feature-space
domain constraints enables us to rapidly generate a greater number of realizable AE variants
from each malware sample, thereby uncovering more vulnerable regions during the retraining
process. As depicted in Table 4.4, our AT-PK-Feature defense, which retrains DREBIN-SVM
with ≈ 10𝐾 feature-space realizable AEs, exhibits strong robust accuracy against PiAttack
when it can utilize all available transformations. It is worth noting that generating a large
number of additional (problem-space) realizable AEs is not practical for AT-PiAttack due to
its high computational cost.

RQ4. Can our feature-space realizable AEs outperform the conventional problem-
space realizable AEs?
Yes, feature-space realizable AEs yield higher AT training efficiency and gener-
alizability of the detector.

4.6.6 Discussion
In order to improve the adversarial robustness of malware detection, it is necessary to provide
a realistic view of the vulnerabilities of ML-based detectors to realizable AEs, which are
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Table 4.4: The performance of different defenses used in DREBIN-SVM in terms of re-training time, clean and
robust accuracy.

Defense NoA R Time C Acc R Acc1 R Acc2

AT-PiAttack 500 110,543s 96.6% 95.6% 5.0%

AT-PK-Feature (ours) 500 224s 96.7% 94.2% 20.8%
AT-PK-Feature-un 187s 96.7% 83.2% 14.8%

AT-PK-Feature (ours) ≈ 10𝐾 1,559s 96.7% 100.0% 82.9%
AT-PK-Feature-un 952s 96.6% 85.4% 37.4%

generated under domain constraints of malware apps [154]. Our experimental results derived
from various experiments have demonstrated the general effectiveness of our feature-space
solution in hardening Android malware detection against evasion attacks. Note that our
experiments are designed to empirically assess the efficacy of different aspects of our feature-
space solution. The proposed solution is structured around a three-fold approach, which
includes (1) establishing feature-space domain constraints by analyzing various aspects of
Android malware properties, (2) learning feature-space domain constraints from large-scale
data, and (3) applying the learned feature-space domain constraints to fortifying the robustness
of AMD against evasion attacks. Specifically, our analysis in Section 4.6.2 and Section 4.6.4
validates the performance of our solution for the first and second folds. Moreover, our
assessment in Section 4.6.2, Section 4.6.3, and Section 4.6.5 provides compelling evidence
in support of the third fold. Here we further discuss the advantages of our solution from
three main aspects: practicality, generalizability, and detectability.
Practicality. Our findings in Section 4.6.3 and Section 4.6.5, indicate that generating
feature-space AEs to incorporate in adversarial hardening can be a promising alternative
to generating time-consuming problem-space AEs, particularly when they successfully
satisfy domain constraints. Generally, PiAttack requires an average of 5 problem-space
transformations to convert a malware app into a problem-space AE. Each transformation
involves several steps: (i) choosing a gadget (i.e., a slice of an app’s bytecode) that indicates
a problem-space transformation and loading it from disk, (ii) injecting the gadget into the
malware app using Soot [101], (iii) performing static analysis using Apktool [100] (i.e.,
a reverse engineering tool), and (iv) constructing the feature representation based on the
extracted features in the feature space of the malware classifier. Although all of these steps
involve time and computational overhead, gadget injection and static analysis are particularly
time-consuming compared to other processes, each averaging around 20 seconds. In the
PiAttack, memory overhead is also an important consideration alongside computational time.
Each step involved in transforming a malware app into an adversarial app contributes to the
overall memory usage as follows:

• Load and inject the gadget: Loading a gadget from the disk and injecting it into the
app requires additional memory. The size of the gadget and its integration with the
app’s existing codebase can impact memory consumption. For instance, loading a
1 𝑀𝐵 gadget into memory might require slightly more than 1 𝑀𝐵 due to overheads
associated with loading and managing data structures.
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• Static analysis: performing static analysis with tools like Apktool involves parsing and
analyzing the app’s APK file. This process can be memory-intensive, as the tool needs
to maintain a representation of the app’s structure and resources in memory during
analysis. For instance, for a 5 𝑀𝐵 app, the static analysis tool could require around
15 𝑀𝐵 (5 𝑀𝐵 app size × 3 for analysis overhead).

Generating AEs in the feature space eliminates the need to conduct steps (i) to (iv) for
each modification, thereby significantly accelerating the speed of AT. As shown in Table 4.4,
the retraining time for DREBIN-SVM is 110,543 seconds when using 500 problem-space
realizable AEs for hardening. In contrast, the retraining time is only 224 seconds with 500
feature-space realizable AEs. Specifically, our empirical analysis in Table 4.5 demonstrates
that creating a feature-space realizable AE in a binary features space takes only 0.44 seconds,
whereas generating a problem-space realizable AE takes 221.09 seconds. This remarkable
improvement is attributed to the fact that our approach eliminates the time-consuming
process of generating problem-space AEs based on transformations. Our analysis reveals
that generating feature-space AEs in a non-binary feature space takes around 0.81 seconds,
which is still significantly quicker than the 221.09 seconds needed to generate problem-space
AEs. Specifically, constructing the regression model, the most time-consuming phase in
generating feature-space AEs, requires about 0.03 second with random forest regression
using 10 decision trees on a 120𝐾 sample training set. This time is negligible when compared
to the significant computational effort needed for problem-space AEs. Additionally, building
a regression model is not always required, as a pre-constructed model for certain independent
and dependent features may already be available, as outlined in Algorithm 4.1. In summary,
the significant improvement in generating AEs within the feature space during AT indicates
the potential use of feature-space realizable AE in real-world scenarios where defenders need
to harden large Android malware detectors with AT.

It noted that in the preprocessing stage, we need to measure the correlation between each
pair of features in the dataset. For low-dimensional datasets like DroidAPIMiner, this process
takes only a few seconds. However, for very high-dimensional datasets like DREBIN, it can
take over 10 hours on our Debian Linux workstation equipped with an Intel (R) Core (TM)
i7-4770K CPU at 3.50 GHz and 32 GB of RAM. Despite the longer preprocessing time for
high-dimensional datasets, this process is still significantly more efficient than the processing
required for problem-space attacks. For example, collecting around 500 problem-space
transformations, including program slicing of gadgets from benign apps, can take more than
a week.

Table 4.5: Computational time required to generate AEs using various attacks.

Attack Attack Surface
Avg. Time for

Generating AE
Avg. Time

per Modification

PiAttack Problem space 221.09s 44.2s

Our approach Binary feature space 0.44s 0.09s
Non-binary feature space 0.81s 0.16s
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Table 4.6: The clean and robust accuracy of different defenses used in DREBIN-DNN on old/new test samples. The
new samples have been released between 2020 and 2022. The hardened models are strengthened using PGD with
𝜖 = 30.

Defense Clean Acc Robust Acc
Old

Test Set
New

Test Set
Old

Test Set
New

Test Set

W/O Defense 96.4% 89.1% 51.6% 32.0%
AT-Unrealizable-AEs 96.2% 88.1% 83.4% 73.2%
AT-Non-Uniform-Perturbations 96.5% 86.7% 88.0% 77.4%
AT-Realizable-AEs (ours) 96.3% 85.2% 92.7% 80.2%

Generalizability. As examined in Section 4.6.5, our feature-space realizable AEs exhibit
high generalizability as there are no limitations on the generation of realizable AEs in the
feature space. On the other hand, generating problem-space realizable AEs has specific
limitations because they rely on limited sets of problem-space transformations [17, 28, 157].
This means it is possible that a realistic attack based on a new set of transformations can
bypass the detector that is adversarially trained on those limited sets [154]. In contrast,
feature-space realizable AEs can potentially generate more diverse realizable AEs when they
take into account the domain constraints in the feature space. For instance, our empirical
analysis shows that for each problem-space realizable AE generated by PiAttack, we can
generate about 20 different variants of feature-space realizable AEs using PK-Feature attack
under our learned domain constraints.
Detectability. The results outlined in Section 4.6.2 illustrate that our learned domain
constraints are able to function as a preprocessing method in detecting AEs prior to engaging
an ML-based malware detector. Specifically, this non-ML defense entails a thorough analysis
of the feature representations of apps to uncover suspicious apps that are not practically
feasible by determining their violations from the predefined domain constraints.

4.7 Limitations and Future Work
While we have demonstrated the effectiveness of our proposed defensive approach through
extensive experiments, there are some limitations that need further investigation.

First, the proposed technique can be applied to various ML-based Android malware
detectors, but it may prove more effective for those utilizing expressive features, such as
domain-specific features (e.g., API calls and permissions) that capture complex relationships
within Android apps. Detectors that rely on more basic features, such as byte sequences [187]
or opcode analysis [97], may not fully benefit due to the lack of rich dependencies. Therefore,
our approach could have a greater impact on a subset of Android malware detectors that
leverage more expressive feature representations. Future work could explore adapting our
method to more basic feature representations.

Second, like any data-driven technique, our approach may be potentially biased toward
the specific training data because data might be inaccurate and incomplete. For instance,
as shown in Table 4.6, the purely data-driven approaches might intensify the concept drift
issue [188], which is a common challenge in the ML context. Here, we empirically illustrate
this limitation by testing different DREBIN-DNNs introduced in Section 4.6.3 on 15𝐾 (12𝐾
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benign and 3𝐾 malware) newly collected Android apps from AndroZoo [125]. These new
samples have been released between 2020 and 2022. As can be seen from Table 4.6, all of
the newly measured clean accuracies are reduced compared to the old results, indicating
the existence of concept drift. While concept drift can also affect adversarial robustness,
Table 4.6 demonstrates that the proposed approach still achieves better robust accuracy than
other detectors, confirming its effectiveness in providing adversarial robustness against newer
adversarial malware apps.

Our study in this chapter shows that feature correlations are theoretically adequate for
identifying meaningful dependencies that reflect domain constraints in the feature space, but
their success depends on the quality of the training data. Feature correlations can perform
well when the utilized dataset accurately represents the true data distribution. However,
as indicated in Table 4.6, correlations may vary if the dataset does not reflect the true
data distribution. To address this concept drift, techniques like continuous learning can
help maintain accuracy by adapting to current distributions of malware and benign apps.
Incorporating domain knowledge could also address this limitation. However, a key question
is how the knowledge of domain experts can be incorporated to specify domain constraints
in the feature space. One can assume that domain knowledge can make the search for feature
dependencies more precise; therefore, an interesting avenue for future study is to incorporate
domain knowledge to complement the data-driven approaches in finding meaningful feature
dependencies.

4.8 Conclusion
In this chapter, we propose a new approach to facilitate uncovering vulnerable regions
within ML models employed in AMD, consequently enhancing the capability of defense
mechanisms against evasion attacks, particularly realistic attacks. Specifically, we present
a new interpretation of domain constraints in the feature space by extracting meaningful
feature dependencies. To this end, we not only consider statistical correlations but also adopt
OPF to extract such dependencies and apply them either in AE detection to identify feasible
AEs or in generating feature-space RealAEs during AT to improve the robustness of detectors
against RealAEs. The empirical results show the general effectiveness of our new approach in
strengthening the robustness of AMD. In particular, our assessment underscores the superior
efficiency and generalizability of our defense in comparison to problem-space RealAEs when
it comes to adversarial hardening. Additionally, our extracted feature dependencies have
proven effective in distinguishing between feasible and unfeasible ones such as unRealAEs,
thereby demonstrating the significant potential for use as a reliable criterion for defenses that
work based on AE detection.
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4.A Evaluating the Efficacy of Learned Domain Con-
straints with Sparse-RS
To further assess the effectiveness of our learned domain constraints in enhancing the
adversarial robustness of malware detectors, we utilize another adversarial attack known
as Sparse-RS [12], which is inherently suitable for generating AEs in discrete domains
like malware detection. Sparse-RS operates as a sparse adversarial attack within black-box
settings, employing a heuristic search strategy—specifically, a randomized search that is
effective in both discrete and continuous feature spaces. This approach not only identifies
AEs with minimal changes to input features but also achieves query efficiency by reducing
interactions with the target detectors.

For our evaluation, we set the initial decay factor 𝛼𝑖𝑛𝑖𝑡 = 1.6, sparsity level 𝑘 = 180 as
per [12], and a query budget 𝑄 = 100. Table 4.7 demonstrates that incorporating our learned
domain constraints in AT to make AEs generated by Sparse-RS realizable significantly
enhances adversarial robustness compared to using typical AEs generated by Sparse-RS.
Moreover, our approach interestingly maintains performance on clean data better than another
defense method.

4.B PiAttack
PiAttack [9], also known as PK-Greedy, is an adversarial attack that operates in the problem
space and transforms Android apps into adversarial ones by attacking white-box target
malware detectors. The attack adds both primary features to bypass malware detection and
side-effect features to satisfy domain constraints. PiAttack consists of two main phases:

• Initialization phase. The first step of PiAttack is to identify the top-n benign features
based on the learned weights of the linear SVM. Subsequently, for each benign feature,
the attack collects a set of candidate transformations, called gadgets (i.e., slices of the
apps’ bytecode), by extracting them from benign apps.

• Attack Phase. The attack employs a greedy search strategy to find optimal perturbations.
It first sorts the collected gadgets based on their feature vector’s contribution to the
feature vector of the malware app 𝑧, denoted by 𝑥. Next, the attack selects the best
gadget from the sorted list and combines its feature vector with 𝑥. This process
is repeated until 𝑥 is classified as benignware. Once the perturbations have been
identified, all corresponding gadgets are injected into 𝑧 to generate RealAE.

Note that for some experiments that need to consider 𝐿1 norm bound for PiAttack, we
only include specific gadgets that satisfy the bound when combining their feature vector with
𝑥 in the attack phase. Moreover, the study conducted in this chapter uses DNN instead of
linear SVM for AT. Therefore, to clarify the significance of features, we adopt the approach
suggested in [189], which utilizes the gradients provided by DNN for each feature to explain
their global importance. We refer the reader to [189] for more details about the global
explanation of malware detectors.

It is noteworthy that in this chapter, PiAttack has been built based on their available
source codes published in [133]. Considering the recent insights from Pintor et al. [190],
PiAttack seems to effectively address several key concerns highlighted in their research.
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Table 4.7: The clean performance and adversarial robustness of DREBIN-DNN detectors hardened through AT
using Sparse-RS, with and without incorporating our domain constraints at 𝜖 = 30. The robust accuracy is measured
against PiAttack with various attack bounds.

Defense TPR FPR Clean Acc Robust Acc
𝜖 = 30 𝜖 = 60 𝜖 = 90

AT-Unrealizable-AEs 73.9% 0.3% 95.3% 52.0% 46.2% 39.3%
AT-Realizable-AEs (ours) 80.8% 0.4% 96.3% 59.9% 50.9% 48.1%

• Optimization Challenges and Loss Saturation. [190] highlights the issue of loss
saturation, where further modifications fail to improve attack success. While PiAttack
uses a greedy search rather than gradient-based optimization, it can similarly get stuck
in suboptimal solutions. Nevertheless, PiAttack reduces this risk by meticulously
choosing gadgets during the initialization phase based on their potential to shift the
classification score toward the benign class. This approach ensures the optimization
process remains effective, preventing the stagnation that might occur with a less
structured search.

• Feature Contribution and Impact. PiAttack effectively manages the contribution
of each feature. During the initialization phase, gadgets are carefully pre-selected
based on their ability to positively influence the classification outcome while avoiding
those that might unintentionally reinforce a malicious label. This strategy prevents
issues similar to gradient vanishing or exploding, ensuring that each modification
significantly contributes to the attack’s success without compromising the app’s benign
appearance.

• Maintaining Problem-Space Feasibility. PiAttack is crafted to maintain the original
functionality of the Android app. This is accomplished by encapsulating the injected
code in conditional statements that are never executed at runtime, ensuring the app’s
original behavior remains intact. Additionally, PiAttack uses opaque predicates to
guard against static analysis tools that might otherwise eliminate the transplanted code.
These strategies ensure that the generated adversarial examples remain functional and
plausible within the problem space.

4.C PK-Feature
This is a white-box attack that iteratively perturbs the impactful features of a malware sample
until it reaches the maximum allowable perturbation. It’s essential to note that the impactful
features are those that exert a more significant influence on the classification outcomes
compared to other features, and like PiAttack, they are determined based on the weight
parameters of the linear SVM learned during training. Incorporating the dependent features
of each perturbed feature, based on our extracted meaningful feature dependencies, enables
this attack to generate feature-space RealAEs.
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4.D AT with Non-Uniform Perturbations
Unlike conventional feature-space adversarial attacks used in AT that can only perturb the
training sample under norm-bounded constraints, the main idea of AT with non-uniform
perturbations [161] is to take into account the data distribution of training data by allowing
attackers to generate non-uniform perturbations. Specifically, the paper proposes a new
projection approach for the PGD attack as follows:

𝑃(Ω𝛿) =
{
𝜖 𝛿
∥Ω𝛿 ∥𝑝 if ∥Ω𝛿∥ 𝑝 > 𝜖
𝛿 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4.6)

where ∥.∥ 𝑝 shows the 𝐿𝑝 norm bound, Ω ∈ R𝑑×𝑑 is a diagonal matrix that can be specified
by a weighted norm, and 𝑑 is the dimensions of samples in the training set. By incorporating
Ω in the projection, PGD can perturb important features more than less important features
that may have a lesser effect on classification. One of the suggestions of the paper to capture
the importance of features is to utilize Pearson’s correlation coefficient of each feature 𝑓 𝑗
with the label 𝑦, which is denoted as |𝑝 𝑗 ,𝑦 |. Note that Ω is constructed using this coefficient
as follows:

Ω =
𝑑𝑖𝑎𝑔({𝑝−1

𝑗 ,𝑦
}𝑑
𝑗=1)

∥𝑑𝑖𝑎𝑔({𝑝−1
𝑗 ,𝑦
}𝑑
𝑗=1)∥ 2

(4.7)

where 𝑝−1
𝑗 ,𝑦

= 1/𝑝 𝑗 ,𝑦 .



5

89

5
Enhancing Adversarial
Robustness with Robust

Feature Space
Machine learning (ML) has demonstrated significant advancements in Android malware
detection (AMD); however, the resilience of ML against realistic evasion attacks remains a
major obstacle for AMD. One of the primary factors contributing to this challenge is the
scarcity of reliable generalizations. Malware classifiers with limited generalizability tend
to overfit spurious correlations derived from biased features. Consequently, adversarial
examples (AEs), generated by evasion attacks, can modify these features to evade detection.
This chapter proposes a domain adaptation technique to improve the generalizability of AMD
by aligning the distribution of malware samples and AEs. Specifically, we utilize meaningful
feature dependencies, reflecting domain constraints in the feature space, to establish a robust
feature space. Training on the proposed robust feature space enables malware classifiers to
learn from predefined patterns associated with app functionality rather than from individual
features. This approach helps mitigate spurious correlations inherent in the initial feature
space. Our experiments conducted on DREBIN, a renowned Android malware detector,
demonstrate that our approach surpasses the state-of-the-art defense, Sec-SVM, when facing
realistic evasion attacks. In particular, our defense can improve adversarial robustness by up
to 55% against realistic evasion attacks compared to Sec-SVM.

5.1 Introduction
Despite the substantial progress in utilizing machine learning (ML) for Android malware
detection (AMD), the field still suffers from security concerns surrounding ML models,
especially their vulnerabilities to realistic evasion attacks. These attacks change malware apps
into adversarial examples (AEs), tricking AMD while preserving the malware’s properties,
e.g., their executability and malicious functionalities. Evasion attacks can circumvent ML
models, exploiting their susceptibility to learning vulnerabilities [8], which often arise from

This chapter is based on the published paper: H. Bostani, Z. Zhao, and V. Moonsamy, Improving Adversarial
Robustness in Android Malware Detection by Reducing the Impact of Spurious Correlations, 29th European
Symposium on Research in Computer Security International Workshops (ESORICS 2024 International Workshops),
2024 [191]. The content remains unchanged from the published version.
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the limited generalizability inherent in ML models. In fact, adversaries deceive ML models
by generating AEs that sufficiently deviate from the distribution of the training samples [192].

One of the major factors contributing to the generalizability challenges of ML is biased
features[193]. These features introduce biases into the model, potentially resulting in poor
performance on unseen samples. ML models tend to learn these simple cues effectively
on most training samples, which in turn causes them to perform well on those samples;
however, they encounter difficulty with more complex unseen samples (e.g., AEs) due to
the distribution shift [193]. Specifically, the presence of biased features causes classifiers
to learn spurious correlations [194], resulting in misleading associations between biased
features and the target variable, known as the label in supervised learning. In other words,
ML models might learn misleading patterns—the irrelevant associations between features
and the label—that may not generalize well to unseen samples with distributions different
from those of the training samples. These misleading correlations often occur because the
training set fails to accurately represent the true data distribution, typically due to sampling
bias [195]. Spurious correlations, substantially diminish the generalizability of ML models,
especially in the context of cybersecurity. These meaningless correlations represent patterns
within the data unrelated to the security problem but serve as shortcuts for distinguishing
classes [48]. For instance, the inclusion of particular market information, such as Chinese
markets, in numerous malware samples might cause the ML model to mistakenly associate
this feature with maliciousness [48], instead of prioritizing the identification of authentic
patterns linked to malicious behavior.

Spurious correlations present intriguing implications for realistic evasion attacks. Ad-
versaries aim to append adversarial payloads that significantly influence features crucial for
classification while ensuring that the added contents are unrelated to the app’s functionality.
Therefore, realistic evasion attacks could leverage the features associated with spurious
correlations, as they influence the classification outcome while ensuring the malicious
patterns remain intact. Since learning spurious correlations poses challenges for malware
classifiers when the distribution of AEs significantly differs from that of malware samples
in the training set, this issue can be reduced if both malware samples and AEs follow a
similar distribution. This chapter introduces a novel domain adaptation1 technique designed
to reduce the impact of spurious correlations by aligning the distributions of the source
domain (including malware samples) and the target domain (including AEs). As illustrated in
Figure 5.1, to reduce the adverse impact of spurious correlations on the adversarial robustness
of AMD, our proposed approach utilizes domain constraints that characterize app properties
to create a robust feature space. To this end, we first model domain constraints based on
the relationships between features derived from the feature representations of the training
apps. Within the feature space, domain constraints denote complex relationships among
features that an adversary must fulfill for an attack to be realistic [167]. Then, we propose a
transformation function using these identified patterns to transform samples from the initial
feature space to a robust feature space. The distribution of malware apps is expected to
align more closely with adversarial ones when represented in the robust feature space rather
than in the initial feature space. This is because, unlike the features in the initial feature
space, each feature in the robust space reflects a functional aspect (e.g., sending an SMS)
commonly shared among feasible apps, including both malware and adversarial apps. Our

1In domain adaptation [196], domain refers to a certain distribution over a sample set (e.g., the training set).
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Figure 5.1: An illustration of our proposed domain-adaptation technique. In the initial feature space, the distributions
of malware samples and adversarial examples differ significantly. However, in our proposed robust feature space,
their distributions are more aligned.

contributions2 can be summarized as follows:

• We propose a robust feature space based on a novel domain adaptation approach to
reduce spurious correlations, thereby enhancing the adversarial robustness of AMD
against realistic evasion attacks.

• We empirically demonstrate that our proposed defense surpasses the state-of-the-art
defense, Sec-SVM [16], in hardening AMD against gradient-based and query-based
realistic attacks across various threat models.

• Our empirical findings illustrate that the distribution of malware apps and AEs is more
aligned in the proposed robust feature space than in the initial feature space.

The rest of the chapter is organized as follows: Section 5.2 provides an elaboration on the
fundamental concepts crucial to the chapter. Our novel approach for constructing a robust
feature space is detailed in Section 5.3. Section 5.4 assesses the effectiveness of our proposed
defense technique in hardening the robustness of ML-based AMD against realistic evasion
attacks. Section 5.5 examines relevant studies that have explored feature representations
to enhance the adversarial robustness of malware detection. The limitations and potential
directions for future research are discussed in Section 5.6 and we conclude in Section 5.7.

5.2 Background
In this section, we briefly review the fundamentals of evasion attacks, spurious correlations,
and domain constraints.

5.2.1 Evasion Attacks
Consider 𝜙 : Z → X as a mapping function representing Android apps of the problem
space Z with 𝑑-dimensional feature vectors in the feature space X. ML-based AMD is a
2We make our code publicly available at https://github.com/HamidBostani2021/robust-feature-space
to allow reproducibility.

https://github.com/HamidBostani2021/robust-feature-space
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binary classifier 𝑓 : X → Y equipped with a discriminant function 𝑔 : X × Y → R. Here,
𝑓 (𝑥) = arg max𝑖∈Y 𝑔𝑖 (𝑥) assigns labels to 𝑥 ∈ X, where Y = {0, 1} denotes the label space
with 𝑦 = 0 representing benign labels and 𝑦 = 1 representing malicious labels. In the binary
feature space [29, 143, 197], each element of the feature vector 𝑥 ∈ X is binary, where 0
signifies absence and 1 signifies the presence of specific features. It is noteworthy that
F = { 𝑓1, 𝑓2, ..., 𝑓𝑑} represents the feature set defining the dimensions of X, where 𝑑 denotes
the number of dimensions.

Generally, evasion attacks generate AEs by altering 𝑥 ∈ X through the discovery of
optimal perturbations 𝛿 applied to it. Particularly, malicious actors endeavor to solve the
following optimization problem [9, 16]:

arg max
𝛿

𝑔0 (𝑥′ = 𝑥 + 𝛿) subject to 𝛿 |= Ω, (5.1)

where the perturbation vector 𝛿 must satisfy constraints defined in the feature space
denoted by Ω, such as a naive norm bound [9].

5.2.2 Spurious Correlations
In statistical analysis, spurious correlation describes a scenario in which two variables seem
to be associated, but their relationship is either accidental or influenced by an external
factor [194]. Such situations can result in misleading or erroneous interpretations of data
and models [194]. Supervised learning algorithms are vulnerable to spurious correlations
because classifiers often tend to learn any signal in the dataset that maximizes accuracy,
even those that may appear incomprehensible to humans [198]. Spurious correlations pose
significant challenges for ML in cybersecurity because existing ones may lead ML models
to learn patterns in the data unrelated to the security problem, thereby creating shortcuts
for classifying classes [48]. Over the past few years, several approaches (e.g., invariant
learning [199] and group robustness [200]) have been proposed to mitigate the impact of
spurious correlations in ML. Domain adaptation stands out as one of the approaches aimed at
aligning the distribution between source and target domains to address spurious correlations.
This approach focuses on transferring knowledge learned from the source domain to the
target domain, thereby aiding the model in better generalizing to new data and reducing
its dependence on spurious correlations [201]. In the study conducted in this chapter, we
concentrate on domain adaptation by suggesting a robust feature space, as a high-quality
feature representation is vital for the success of domain adaptation [196].

5.2.3 Domain Constraints in the Feature Space
Generally, evasion attacks must account for domain constraints to generate realizable AEs.
In the problem space, the domain constraints consist of available transformations, preserved
semantics, robustness to preprocessing, and plausibility, as formalized by Pierazzi et al. [9].
These constraints signify the properties of malware apps that must be maintained after
manipulation in the problem space. However, domain constraints appear differently in the
feature space. During the past years, numerous studies in diverse contexts have demonstrated
that feature dependencies serve as indicators of domain constraints within the feature
space [151, 152, 167–169]. The study conducted in this chapter applies the idea proposed
by [152] to infer domain constraints based on feature dependencies. This approach suggests
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Figure 5.2: An example of the OPF process constructed to capture feature dependencies. (a) shows the completed
weighted graph G, where node 𝑓𝑖 represents the feature 𝑓𝑖 and 𝜑𝑖, 𝑗 represents the correlation between 𝑓𝑖 and 𝑓 𝑗 .
(b) the final OPF comprises two OPTs derived from G. The colored nodes signify primary features, and 𝑤 𝑓𝑖 denotes
the path cost from 𝑓𝑖 to its relevant primary features.

that the relationship between primary and secondary features can model domain constraints.
Primary features are those that limit the range of permissible values for other features,
whereas secondary features do not impose any such limitations. According to [152], primary
features can be identified based on data observations by indicating the features that are most
correlated with others. Here, we not only employ correlation to specify the primary features
but also adapt Optimum-path Forest (OPF), as used in [137], to determine the secondary
features. Using the primary features as a starting point, we apply OPF to partition the
remaining features into different groups, ensuring that each cluster includes relevant features.
(i.e., primary and secondary features). In fact, we partition F, the feature set characterizing
X, into distinct clusters denoted as A𝑖 . This clustering strategy aims to identify primary
and secondary features by grouping them together. As shown in Figure 5.2, the technique
involves constructing a complete weighted graph, denoted as G = (V,E), where G = F
and E = F × F encompassing edges that connect each feature pair ( 𝑓𝑎, 𝑓𝑏), with weights
determined by a correlation coefficient. Following the graph construction, the next step
involves partitioning G into various clusters such as A𝑖 where it constitutes a subset of all
features within the feature space, i.e., A𝑖 ⊂ F. It is noted that the OPF algorithm treats each
cluster as an Optimum-path Tree (OPT), wherein each feature has an optimal path to the
OPT’s prototype, which is a primary feature in our case. The path cost is the minimum
weight of the edges along the path. For more details about primary and secondary features,
refer to [152], and for information on OPF, see [137].

5.3 Our Proposed Defense
This section illustrates how domain constraints, specified by feature dependencies, have
been utilized to propose a robust feature space. The proposed defense aims to enhance the
robustness of ML-based AMD against realistic attacks by reducing the impact of spurious
correlations. To this end, we first formulate a new domain adaptation approach, which
leverages the feature dependencies of the source domain to build a resilient feature space.
Subsequently, we delve into an elaborate discussion demonstrating the process of constructing
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our proposed robust feature space.

5.3.1 Formulation of the Problem
Suppose X denotes the initial feature space, and T denotes the source domain (i.e., training
set), and U implies the target domain (i.e., unseen samples). Moreover, let Y, DT

X, and DU
X

represent the label space and the data distributions of T and U based on X, respectively.
Given a labeled source dataset {(x𝑖 , 𝑦𝑖)}𝑛𝑖=1 drawn from DT

X, the goal is to build a robust
feature space H that captures the dependencies observed in X and can be effectively used for
classification in both T and U. We can mathematically express this as follows:

1. Construct a feature transformation function 𝜆 : X→ H that maps the initial feature
space X to the robust feature space H. This function is designed to capture the relevant
feature dependencies observed in X considering the source domain and build a new
feature representation based on them. Indeed, the transformation function tends to
construct H wherein DT

H and DU
H are more align compared to DT

X and DU
X.

2. Train a classifier 𝑓 : H→ Y using the transformed features H. This classifier should be
capable of making accurate predictions based on robust feature representations. The
objective can be formulated as minimizing a loss function J over the labeled source
dataset:

min
𝜆, 𝑓

𝑛∑︁
𝑖=1

J( 𝑓 (𝜆(x𝑖)), 𝑦𝑖)

where J represents the classification loss function, and 𝑓 (𝜆(x𝑖)) denotes the predicted
label for the 𝑖-th source domain sample after feature transformation.

5.3.2 Robust Feature Space
The primary objective of our proposed robust feature space is to mitigate the impact of
adversarial perturbations on misclassification by aligning the distributions of malware
samples seen during training and AEs. Leveraging the proposed robust feature space adapts
the ML-based malware detection, trained on training samples, to perform well on samples
with unseen distribution, especially AEs. Generally, the adversarial perturbations used in
realistic attacks consist of redundant codes that are unrelated to the malicious functionality
of the original malware apps. Therefore, we anticipate that their adversarial effect can be
diminished if our ML model can learn authentic malicious patterns rather than shortcut
patterns (i.e., spurious correlations [48]) unrelated to malware detection. To achieve this,
we propose a new transformation function (i.e., 𝜆 : X → H) that maps each 𝑥 ∈ X to an
ℎ ∈ H based on feature-space domain constraints. ML used in AMD operates with feature
representations of apps in H, which implicitly abstract domain constraints, instead of X in
both the training and inference phases. We expect that training our ML-based detector on H
gives the detector more chances to learn generic attack patterns to distinguish malicious and
benign apps because H is characterized based on the pre-identified patterns (i.e., a collection
of feature groups, where each includes the interdependent features) that represent domain
constraints. Indeed, training an ML model on H will cause the detector to rely on groups of
features in X rather than individual features, potentially introducing bias in classification.

Suppose Λ = {A1,A2, ...,A𝑚} represents all feature dependency clusters identified by
utilizing the method discussed in Section 5.2.3, where A𝑖 ⊂ F denotes the feature set of
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Figure 5.3: Overview of our method for applying domain constraints to construct a robust feature space.

the 𝑖-th cluster in Λ. Additionally, let L denote the dimensions (i.e., features) of the feature
space H. As depicted in Figure 5.3, within the proposed new feature space H, each A𝑖 is
associated with a feature 𝑙𝑖 ∈ L serving as the representative of all features in A𝑖 to ensure
the detection model’s accuracy on legitimate samples. This representativeness is necessary
since A𝑖 encompasses interdependent features with similar information about the target class,
making a single feature in L sufficient to represent these relevant features. To determine
whether a feature 𝑙𝑖 ∈ L should appear in H for a sample 𝑥 ∈ X, we utilize an activation
function based on the sigmoid. This function can transfer the influence of input features in
A𝑖 to the output feature 𝑙𝑖 while uniformly increasing the probability of a feature appearing
in the output as the number of input features rises. Furthermore, the function ensures that
changing a feature 𝑓 𝑗 ∈ A𝑖 cannot simply alter 𝑙𝑖 due to our aim to increase the evasion
costs for adversaries. It is important to note that the sigmoid function, being a monotonic
function, adjusts 𝑙𝑖 based on the features in A𝑖 . As the sigmoid function exhibits an S-Shaped
Curve [202], we anticipate that it can help smooth out the severe impact of adversarial
perturbations within A𝑖 on 𝑙𝑖 . This is because, when there are large adversarial fluctuations
or spikes in the input feature values in A𝑖 , the output will show a more gradual change due to
the sigmoid’s property of saturating large values. According to the proposed transformation
method, the value of feature 𝑙𝑖 in ℎ = 𝜆(𝑥) is computed as follows:

𝑙𝑖 =

{
1 𝜎(𝑠 = ∑

∀ 𝑓 𝑗 ∈A𝑖
𝑤 𝑗 · 𝑥 𝑗 ) > 𝜃

0 otherwise,
(5.2)

where 𝜎(·) = 1
1+𝑒−𝑠 represents the sigmoid function, 𝑤 𝑗 stands for the weight of feature 𝑓 𝑗

in A𝑖 , 𝑥 𝑗 denotes the value of feature 𝑓 𝑗 in 𝑥, and 𝜃 signifies a threshold for activating 𝑙𝑖 in H.
It’s important to note that not every feature holds the same level of importance (e.g., some
features may arise due to noise). Thus, we aim to account for the greater impact of features
that might contribute more to the detection task. Consequently, as shown in equation (5.2),
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we take into consideration the weights of features since they can indicate the importance of
features in A𝑖 . In the proposed transformation function, we consider the path cost of each
feature in the constructed OPF as the weight for the features, since it serves as a measure
demonstrating the relevance of a certain feature to its respective cluster. Moreover, in
equation (5.2), 𝑠 ≥ 0 since 𝑤 𝑗 possesses a positive value. Hence, 0.5 ≤ 𝜎 ≤ 1 in our context,
implying that 𝜃 should be chosen from the interval (0.5, 1). Generally, opting for a moderate
threshold seems preferable because setting a very low threshold may result in the output
feature appearing even with minor perturbations in the input features. This occurs because
triggering more features in A𝑖 leads to a larger 𝜎, potentially causing 𝑙𝑖 = 1 if 𝜃 is small.
On the other hand, a very high threshold hinders the transfer of the input features’ effect to
the output. In essence, although a high threshold might enhance the model’s robustness
by reducing the impact of adversarial perturbations on features in A𝑖 , it could decrease the
model’s accuracy on legitimate samples.

5.4 Experiments
In this section, we conduct empirical assessments to gauge the effectiveness of the proposed
defense mechanism against various realistic evasion attacks. All experiments were conducted
on a Debian Linux workstation equipped with an Intel(R) Core(TM) i7-4770K CPU running
at 3.50 GHz and 32 GB of RAM.

5.4.1 Experimental Setup
Dataset. The study conducted in this chapter utilizes an available dataset [9] comprising
approximately 170𝐾 Android apps sourced from AndroZoo [125]. An app within this
dataset is classified as benign if no VirusTotal Antiviruses (AVs) detect it, while it is deemed
malware if it is flagged by four or more AVs. Our training set comprises 50𝐾 randomly
selected samples, with 30𝐾 samples allocated for the test set for evaluating Android malware
detectors. The training set consists of 45𝐾 clean samples and 5𝐾 malware samples, whereas
the test set comprises 25𝐾 clean samples and 5𝐾 malware samples. All samples are encoded
based on the DREBIN [96] feature space before being processed by the malware detectors.
Given that DREBIN encompasses a vast but sparse feature space, we select the 10𝐾 most
frequently occurring features, as recommended by prior research [16, 25]. To evaluate
the adversarial robustness of various Android malware detectors, we employ 1𝐾 malware
samples as outlined in [84] to generate AEs.
Threat Models and Attacks. Adversarial attacks can be analyzed based on their objectives,
knowledge, and capabilities. The adversary’s objective is to cause misclassification in
AMD, resulting in the classification of the adversarial (malware) examples as benign ones.
Moreover, the adversary’s knowledge of the target model, including its training data, feature
space, and parameters, ranges from perfect (PK) to limited (LK) or zero (ZK). In PK, LK,
and ZK attacks, the target model is perceived as a white-box, gray-box, and black-box model,
respectively. Finally, the adversary’s capability enables the generation of AEs either within
the feature space, by altering feature representations of Android malware apps, or within the
problem space, through a sequence of transformations applied to Android malware apps [9].

The study conducted in this chapter explores two realistic problem-space attacks, namely
PK-Greedy [9] and EvadeDroid [84], to evaluate the adversarial robustness of malware
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detectors discussed in Section 5.4.2. PK-Greedy and EvadeDroid transform Android apps into
adversarial instances by targeting white-box and black-box malware detectors, respectively.
The details of these attacks are described as follows.

• PK-Greedy [9] generates problem-space realizable AEs by applying effective transfor-
mations (i.e., code snippets called gadgets extracted from donor apps) specified by
feature-space perturbations on the target model. This attack adds not only primary
features to bypass malware detection but also side-effect features to meet the domain
constraints. The attack was originally tested in the PK setting, but here we also test it
in an LK setting where the AEs transfer from a surrogate model to a target model. To
utilize PK-Greedy in PK settings when the feature space is H, we must adapt this attack
to target the ML model trained on the robust feature space, as it was initially designed
for models trained on the DREBIN feature space. Therefore, PK-Greedy is an adaptive
one aware of our proposed transformation function. Specifically, during the attacking
phase, PK-Greedy identifies the most adversarially sensitive features in L based on
the model trained on H where L is the feature set characterizing H. Then, for each
identified feature 𝑙𝑖 ∈ L, it finds a transformation wherein its triggered features (i.e.,
the DREBIN features that can appear in an app after applying the transformation) have
a significant overlap with the features in A𝑖 (i.e., the cluster in the DREBIN feature set
corresponding to 𝑙1 ∈ L), and then applies it to the app.

• EvadeDroid [84] generates problem-space realizable AEs through a sequence of
transformations by querying the target model in a ZK setting. This adversarial attack
involves the initial collection of problem-space transformations by extracting code
snippets containing API calls from benign apps found in the wild, resembling malware
apps. Subsequently, random search is employed to select and apply transformations
that induce the malware app to exhibit similarities to benign apps. In addition to the
original ZK setting, here we also consider a more restricted setting where EvadeDroid
is only allowed to query a surrogate model and then transfer the AEs to the target model.
Specifically, we set the query budget 𝑄 = 10, and 𝛼 = 50% (i.e., the percentage of the
relative increase in the size of a malware sample after manipulation).

Evaluation Metrics. To assess the malware detectors, we test both their clean performance
and robustness. For clean performance, we compute Clean Accuracy, True Positive Rate
(TPR), and False Positive Rate (FPR) on benign and malware samples. For robustness, we
compute Robust Accuracy on adversarial malware examples. Additionally, we include the
average number of added features needed to achieve successful AEs.

5.4.2 Evaluation of Proposed Defense
This section aims to evaluate our robust feature space introduced in Section 5.3. We consider
the following four ML-based Android malware detectors:

• DREBIN-Original [96], a well-known Android malware detector that is based on the
linear Support Vector Machine (SVM). It is trained with the original DREBIN feature
space.

• Sec-SVM [16] is the secure version of DREBIN-Original for strengthening the
robustness of linear SVM against AEs. Sec-SVM relies on more features, and this
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Table 5.1: The training time (TR), clean performance metrics—including TPR, FPR, and Clean Acc—and
robust accuracy—including R Acc P (robust accuracy against PK-Greedy) and R Acc E (robust accuracy against
EvadeDroid)—are reported for various DREBIN detectors. Realizable AEs are transferred from DREBIN-Original.
“*” means both the surrogate and target models are DREBIN-Original.

Model TR TPR FPR
Clean
Acc R Acc P R Acc E

DREBIN-Original 8.2s 87.2% 1.4% 96.7% *0.0% *26.8%
Sec-SVM 25.4s 77.0% 1.0% 95.3% 97.6% 72.1%
DREBIN-FeatureSelect 1.3s 79.5% 1.3% 95.5% 30.7% 49.8%
DREBIN-Robust (ours) 1.7s 77.5% 1.3% 95.1% 97.9% 94.6%

increases the evasion cost. Essentially, the goal of Sec-SVM is to enhance the
robustness of a linear SVM by ensuring that it assigns weight more evenly across all
features used in the model. This approach inherently makes generating AEs more
challenging for an attacker, as it needs to alter more features to bypass malware
detection.

• DREBIN-Robust is our robust DREBIN detector trained with our new robust feature
space.

• DREBIN-FeatureSelect resembles DREBIN-Original but is trained with a lower-
dimensional feature space to enhance the stability of models against noise [203].
Feature selection aims to eliminate redundant or irrelevant features, which can be
misused by adversarial perturbations, and thus improve the robustness of an ML model.
We utilize Linear SVC to identify the 500 most influential features, resulting in clean
accuracy comparable to DREBIN-Robust.

In the first experiment, we assess the robustness of malware detectors against transferable
AEs generated by PK-Greedy and EvadeDroid, using DREBIN-Original as the surrogate
model. It’s ensured that the AEs are generated from malware samples correctly detected by

Figure 5.4: The evasion success rates of PK-Greedy against different DREBIN detectors when varying the number
of added features.
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Table 5.2: The robustness of different DREBIN detectors against realizable AEs that are directly generated on the
corresponding models in terms of Robust Acc and Number of Features (NoF).

Model PK-Greedy EvadeDroid
Robust Acc NoF Robust Acc NoF

DREBIN-Original 0.0% 9.2 26.8% 66.5
Sec-SVM 6.6% 37.9 31.9% 77.5
DREBIN-FeatureSelect 0.6% 19.6 45.9% 62.1
DREBIN-Robust (ours) 13.8% 86.1 87.0% 56.7

all four malware detectors, and the results are computed based on the successful AEs for
DREBIN-Original. As depicted in Table 5.1, all defenses achieve similar clean performance
in terms of TPR, FPR, and clean accuracy; however, the training time of our proposed
defense is substantially shorter than that of Sec-SVM and even DREBIN-Original. It is
important to note that, despite the significant improvement in training time, our technique
incurs some overhead due to the creation of the robust feature space and the transformation
of training samples into this space. However, this overhead is minimal compared to the
feature engineering required during preprocessing to extract and represent features from
apps in the initial feature space. Concerning robustness, although DREBIN-FeatureSelect
demonstrates notable robustness compared to DREBIN-Original due to feature selection,
both DREBIN-Robust and Sec-SVM exhibit significantly higher robustness. Additionally,
our DREBIN-Robust outperforms Sec-SVM, especially for EvadeDroid.

We further examine a more challenging scenario where AEs are directly generated on
the target model. Due to the time-consuming nature of generating problem-space AEs
across different detectors, we limit our test to 500 malware samples. Moreover, to ensure
rigorous evaluation of detectors in worst-case scenarios, PK-Greedy operates in the PK
setting, especially in attacking the ML model trained on the robust feature space (i.e.,
DREBIN-Robust). As illustrated in Table 5.2, the superiority of our DREBIN-Robust over
Sec-SVM remains evident, particularly in defense against EvadeDroid. Indeed, DREBIN-
Robust demonstrates superior performance compared to Sec-SVM against both attacks, with
a 7.2% improvement against PK-Greedy and a 55.1% improvement against EvadeDroid.
Additionally, in defense against PK-Greedy, DREBIN-Robust escalates the evasion cost
by necessitating the adversary to modify significantly more features to achieve success.
Figure 5.4 further validates the consistently superior performance of our DREBIN-Robust
across varying numbers of added features. Furthermore, we observe rapid convergence of
the evasion rates, suggesting that increasing the number of added features scarcely improves
PK-Greedy against our DREBIN-Robust. It should be noted that although our defense
in DREBIN-Robust substantially improves robustness against both realistic attacks, the
success rate of PK-Greedy is significantly higher than that of EvadeDroid—specifically,
73.2%—because PK-Greedy is an adaptive attack that operates in PK settings, whereas
EvadeDroid targets our proposed detector in ZK settings.

Note that in Table 5.2, the fact that the average number of added features required by
EvadeDroid for bypassing DREBIN-Robust is lower than bypassing the other detectors is due
to the property of EvadeDroid. Specifically, in EvadeDroid, a transformation is applied to a
malware app only if it can increase the chance of generating successful AEs. This leads to
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the difference between the number of transformations applied to the detectors (e.g., 1.00 for
DREBIN-Robust vs. 2.54 for Sec-SVM). This difference indicates that most transformations
are not good enough for attacking DREBIN-Robust, and consequently leads to a difference
in the number of added features.

5.4.3 Discussion
Our empirical investigation highlights the resilience of the proposed robust feature space
against realizable AEs generated by various realistic evasion attacks. To further analyze
this observation, Figure 5.5 displays the t-SNE visualization of malware samples from the
training set and AEs from the test set. The visualization is based on the top-100 important
features selected using Linear SVC, both in the original feature space and our proposed
robust feature space. It is noteworthy that AEs are generated by targeting DREBIN-Original
with PK-Greedy. In the proposed robust feature space, the visualization demonstrates a closer
alignment between the distribution of malware samples and AEs compared to those observed
in the initial feature space. Consequently, this contributes to the enhanced adversarial
robustness observed in DREBIN-Robust trained on H compared to DREBIN-Original trained
on X, as demonstrated in the results presented in Table 5.1.

Moreover, to grasp the extent of our approach’s efficacy in countering potentially
misleading correlations learned by models, we delve into the operational mechanism of
DREBIN, (i.e., a linear SVM-based detector). The detection model relies on a score
function, derived from the inner product of the model’s parameters (i.e., learned weights
®𝑊) and a feature vector representing an app 𝑧. Specifically, this function is denoted as
𝑓 (𝑧) = ⟨𝜙(𝑧), ®𝑊⟩ when the model is trained on X, and as 𝑓 (𝑧) = ⟨𝜆(𝜙(𝑧)), ®𝑊⟩ when trained
on H. A sample is classified as benign if 𝑓 < 0, and conversely if 𝑓 > 0. This suggests that
features with high negative weights play a pivotal role in classifying a sample as benign.
Adversaries target altering the features relevant to negative weights as it increases the chance

Figure 5.5: t-SNE visualization of malware and adversarial malware samples in (a) the feature space X and (b) our
robust feature space H.
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1 {
2 "f1": [

3 ’URLs::https://play.google.com/store/apps/’

4 ],

5
6 "l1": [

7 ’Activities::xmlparser.GiftActivity’,

8 ’URLs::http://jgpre.alibaba.inc.com/’,

9 ’URLs::http://jg.daily.taobao.net/’,

10 ’URLs::http://jg.alibaba.inc.com/’,

11 ’Activities::xmlparser.SplashScreenActivity’,

12 ’Activities::xmlparser.PrivacyActivity’,

13 ’S_and_P::android.permission.BIND_REMOTEVIEWS’

14 ]

15 }

Figure 5.6: The details of features 𝑓1 ∈ X and 𝑙1 ∈ H.

of deceiving malware detectors. The features that are important for the classifier operating
on X might be biased features; however, H aims to diminish classifier bias by assisting it in
relying on sets of features that contribute more to the behavior of the apps, rather than on
individual features. For instance, as shown in Figure 5.6, 𝑓1 ∈ X, the feature with the most
negative weight in the linear SVM trained on X, can potentially represent a shortcut feature
that might be important due to biased data, while 𝑙1 ∈ H, the feature with the most negative
weight in the linear SVM trained on H, seems relevant to functionality.

We conduct a further evaluation to ascertain whether DREBIN-Robust exhibits superior
resilience compared to DREBIN-Original in learning spurious correlations. To ensure bias
in a feature, we must identify a feature that not only seems biased but also is absent in some
of the malware samples in our test set, allowing us to observe the effects of adding it to the
malware samples. Note that a feature appears biased when it is prevalent in the majority of
benign samples but is present in the minority of malware samples within the training set.
Among features with negative weights, feature 𝑓44 (i.e., android.permission.INTERNET)
stands out as the first one that not only appears biased but is also absent in some of the
malware samples in the test set. Adding this feature to malware samples of the test set that
lack 𝑓44, drops DREBIN-Original’s robustness from 96.4% to 86.3%. This demonstrates
𝑓44’s bias, resulting in spurious correlations in DREBIN-Original. This is because the feature
is not effective in distinguishing between benign and malware samples since it can potentially
be present in both types of samples. However, DREBIN-Robust remains unaffected by this
misleading correlation, demonstrating its resilience against modifications to feature 𝑓44.
Ethical Considerations. Since our proposed defense strategy is designed to enhance
cybersecurity and mitigate adversarial attacks, rather than facilitate malicious activities,
ethical concerns are minimal. However, we stress that our defense mechanisms should be
used responsibly and primarily as a baseline for research purposes.

5.5 Related Work
Despite numerous efforts aimed at enhancing the adversarial robustness of ML-based AMD
against evasion attacks (e.g., [14, 17, 24, 25, 28, 154]), few studies have primarily explored
the impact of features on enhancing adversarial robustness. To this end, Demontis et al. [16]
introduced Sec-SVM which trains a linear SVM with a more uniform distribution of feature
weights. This study ensured that the linear model learned feature weights more evenly by
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applying box constraints on weights within the standard optimization problem used in the
linear SVM. Their proposed Sec-SVM relies on a larger number of features for classification,
thereby enhancing adversarial robustness, as attackers would need to perform significantly
more meticulous manipulations to generate AEs. Chen et al. [15] introduced SecureDroid,
a defense strategy employing ensemble learning, coupled with a novel feature selection
technique, to bolster classifier resilience against evasion attacks. The proposed method
highlighted the importance of individual features, considering both their contribution to
classification and their vulnerability to manipulation by attackers. In other words, the paper
argues that the features with greater significance in classification and lower manipulation
cost are interesting features for attackers. Specifically, the proposed method reduced the
presence of these features by altering the training set. This resulted in a more uniform
distribution of feature importance, compelling attackers to manipulate a larger array of
features to bypass detection. Yang et al. [28] investigated weight bounding, similar to [16].
They constrained the weights of the linear classifier on a few dominant features to achieve
more evenly distributed feature weights. They determined the dominant features by noting
that adversaries could generate evasive malware variants with minimal mutations on certain
features identified as dominant, compared to the extensive mutations required on other
non-dominant features. Chen et al. [18] introduced a gradient masking method that converts
the binary feature space into continuous probabilities, encoding the distribution for both
benign and malicious instances. The paper argues that when the binary feature space is
transformed into a continuous space, the gradient of feature addition or removal accessible to
attackers may be significantly reduced. As a result, attackers cannot easily bypass detection.
This technique also enables the classifier to strike an optimal balance between security and
accuracy by utilizing a softmax function with an adversarial parameter.

5.6 Limitations and Future Work
While our experiments on DREBIN convincingly showcase the effectiveness of our proposed
defense against realistic evasion attacks, it remains imperative to extend our evaluation to
encompass a broader array of malware detection systems. By doing so, we can ascertain the
generalizability of our approach across different detectors. Furthermore, since the technique
for capturing domain constraints is data-driven, it is essential to periodically update the
feature space before regular retraining to keep ML models effective. This is crucial for
maintaining the performance of malware classifiers, especially against evolving zero-day
malware with varying feature dependencies. In addition, as elucidated in Section 5.3.2,
the selection of an appropriate threshold is pivotal for ensuring the efficacy of our defense.
Hence, future inquiries should delve into the impact of different threshold values on both the
clean and robust accuracies of our defense mechanism.

5.7 Conclusion
This chapter introduces a novel defense mechanism based on domain adaptation to enhance
the adversarial robustness of ML-based AMD. The proposed method aims to enhance
the reliable generalizability of AMD against adversarial examples by mitigating spurious
correlations misused by evasion attacks. Our approach leverages domain constraints to
establish a robust feature space, enabling ML models to learn genuine malicious patterns
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of Android malware. Experimental results on DREBIN, a well-known AMD, demonstrate
significant improvements over the state-of-the-art defense Sec-SVM, particularly against
realistic evasion attacks.





6

105

6
Enhancing Adversarial
Robustness with Robust

Optimization
Adversarial Training (AT) has emerged as a promising defense against adversarial evasive
attacks, yet its ability to effectively harden malware classifiers without sacrificing the accuracy
on clean data remains an intricate challenge. Assessments of AT often depend on weak
or unrealistic evasion attack scenarios, failing to reveal the practical challenges posed by
real-world adversarial threats. Prior work treats robustness as a task-dependent property,
often focusing narrowly on aspects like adversarial confidence or adversarial example realism.
This chapter challenges these assumptions and proposes a novel framework to systematically
evaluate AT’s effectiveness in malware classification. Our framework tackles this complex
problem by breaking it down into multiple key dimensions—whose behaviors remain largely
unknown—and empirically examining the interconnected roles of diverse factors across them.
These dimensions include data, feature representations, classifiers, and robust optimization
settings, analyzed in our framework through reliable evaluation practices, such as realistic
evasion attacks. By adopting this holistic approach, we thoroughly evaluate AT properties
within the malware domain. This enables deeper insights into how these factors collectively
influence both clean and robust accuracy, providing fresh perspectives that challenge existing
studies. Our findings reveal five critical evaluation pitfalls that affect state-of-the-art research.
We also summarize our insights into ten takeaways, along with practical recommendations to
guide future research toward uncovering the conditions under which AT achieves optimal
performance.

6.1 Introduction
Although Machine Learning (ML) remains a vital tool in assisting with malware detection,
a major concern lies in its reliability and trustworthiness, particularly in safeguarding ML
models against evasion attacks which entail crafting adversarial examples (AEs). Specifically,
these attacks can deceive ML models by exploiting blind spots1 in their decision space, where

This chapter is based on the paper currently under peer review: H. Bostani, J. Cortellazzi, D. Arp, F. Pierazzi, V.
Moonsamy, and L. Cavallaro, Effectiveness of Adversarial Training on Malware Classifiers, 2025 [204].
1Blind spot is the informal name for AE [205].
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the predictions are unreliable or inaccurate due to inadequate training samples [29]. While
there exist several approaches for thwarting such attacks (e.g., defensive distillation [17],
weight bounding [16, 28], and monotonic classification [49]), Adversarial Training (AT) [50]—
also called adversarially robust optimization—remains one of the most successful defense
strategies [51, 52]. Throughout the last decade, AT has been widely recognized as the primary
solution to strengthen ML-based malware detection against evasion attacks [14, 17, 24, 25, 28–
33, 35–38, 60, 137, 153, 154, 156, 206–208]; however, it has not been extensively investigated.
Specifically, the efficacy of existing AT techniques in providing adversarial robustness against
realistic evasion attacks while maintaining the original clean performance2 remains an
under-explored area.

In particular, we observed that several studies [14, 17, 24, 25, 29–33, 35–38, 60]
employed improper evasion attacks to demonstrate the adversarial robustness derived from
AT, because either the realizability of the AEs generated by their attacks is impractical [137]
(as they do not meet all domain constraints formalized in [9]), or the evasion attacks
considered for evaluation might not be strong enough to cause classification errors in the
ML models [51]. Moreover, the robustness of AT explored in some studies, such as [206],
was not evaluated in the worst-case scenario since they examined AT against only an
evasion attack operated under Zero Knowledge (ZK) settings, which may be less effective
than the ones operating under Perfect Knowledge (PK) settings. On the other hand, some
studies [14, 17, 28, 30, 32, 37, 60, 206, 208] failed to consider effective hardening techniques
for adversarial hardening, which might influence their conclusions, and consequently, limiting
the generalizability of their findings.

Convergence [35] in solving the inner maximization problem is another aspect that the
majority of studies [17, 24, 25, 28–33, 35, 37, 38, 60, 153, 156, 207, 208] mostly focus
on while overlooking the exploration of other key dimensions (e.g., classifiers and feature
representations) that affect the clean performance and adversarial robustness of ML models.
Although exploring evasion attacks in AT can help mitigate convergence issues by producing
high-confidence AEs (i.e., some AEs that are incorrectly classified with high confidence) [53],
it remains uncertain whether these samples consistently improve the adversarial robustness
of ML models utilized for malware detection. While [36] is the most concrete study that
explored several settings in AT, it failed to comprehensively delve into the examination of
attack perturbation bounds, AE confidence levels, and AE fractions that are deemed critical
for maximizing the coverage of blind spots in AT [53, 209].

In this chapter, we propose a unified framework that enables a comprehensive investigation
of how data, feature representations, classifiers, and robust optimization settings interact
to shape the effectiveness of AT in malware detection. Using this framework, we uncover
counterintuitive insights that challenge assumptions in prior work and offer several novel
contributions, such as improving our understanding of how linear and non-linear models
respond to AT. Specifically, building on prior research, our chapter revisits AT by questioning
established assumptions and broadening exploration. Unlike earlier works that emphasize
convergence issues [35], promote strict domain constraints [137, 206, 210], or narrowly
target specific models like Bayesian Neural Networks [153], we adopt a more inclusive
approach to challenge these ideas and explore new possibilities. Using our framework,
we empirically show that AT’s effectiveness in robust optimization depends on a complex

2The clean performance refers to vanilla malware classifiers’ performance on clean data.
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interaction of factors—such as perturbation bounds, adversarial confidence, adversarial
fraction, and domain constraints—shaped by the underlying data, feature representations,
and classifiers. Our results highlight the necessity of adopting a holistic methodology for
AT, demonstrating that no single factor ensures robustness. Achieving optimal trade-offs
between clean accuracy and robustness requires coordinated tuning of all parameters. Our
contributions can be summarized as follows:

• We propose a unified framework (Section 6.3.3) that identifies key factors, such as the
dimensionality of feature representations and AE realism, across multiple exploration
and evaluation dimensions to examine how their interplay affects the effectiveness
of AT. To support further research, we release our code at https://github.com/
HamidBostani2021/robust-optimization-malware-detection.

• Our evaluation shows that clean and robust performance in hardened classifiers is
shaped by the interplay of key factors. Challenging prior influential studies on
AT [35, 36, 137, 153, 206, 210], we find that the success of AT is not absolute—it
relies on careful tuning of parameters (e.g., type and quantity of AEs) alongside
variations in data, feature representations, and classifiers.

• Through our empirical evaluations, we identified five evaluation pitfalls (Section 6.4.2.1)
that impact current state-of-the-art research. Furthermore, we present ten key insights
(Section 6.4.2.7) to guide researchers in refining their adversarial training methodology
and deepening their understanding of the underlying principles.

6.2 Background
In this section, we briefly describe evasion attacks, and ML hardening.

6.2.1 Evasion Attacks
ML-based static analysis faces challenges such as evasion attacks, where the code is altered
to evade detection without changing its functionality. The goal of an adversary in evasion
attacks is to perform targeted or untargeted attacks to change the predicted class assigned
by the classifier. In targeted attacks, the objective is to alter the prediction to a desired,
predefined class; however, in untargeted attacks, any change in the predicted label from its
original classification suffices. Evasion attacks can be categorized into feature-space attacks,
which modify the input features, and problem-space attacks, which directly manipulate
domain-specific objects [50, 164, 211], such as Android apps. The transformation between
feature space and problem space is neither differentiable nor invertible, complicating the
adversary’s task in these dimensions.
Feature-space evasion attacks. These adversarial attacks operate directly on the feature
vector representing the input data to the ML model. By making subtle modifications to the
feature values, attackers can deceive the model into making incorrect classifications. This
type of attack is particularly insidious because it requires knowledge of the model’s features
and how they are processed but does not necessarily require direct access to the model itself.
The simplicity and effectiveness of feature-space attacks highlight the vulnerabilities inherent
in relying solely on ML for security [212]. Feature-space evasion attacks can be categorized
into constrained and unconstrained attacks. Constrained attacks target classification datasets

https://github.com/HamidBostani2021/robust-optimization-malware-detection
https://github.com/HamidBostani2021/robust-optimization-malware-detection
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by considering inherent domain-specific constraints (e.g., feature immutability or non-linear
relationships between features), while unconstrained feature-space attacks ignore these
constraints.
Problem-space evasion attacks. These adversarial attacks involve manipulating the actual
content of the input data, such as modifying an Android malware app without changing its
malicious functionality. These attacks are more complex and require a deeper understanding
of how modifications to the input data affect its representation in the feature space. Problem-
space attacks are considered more practical from an attacker’s perspective because they do
not necessitate direct access to the model’s internal workings. Instead, they focus on crafting
inputs that are inherently challenging for the model to classify correctly [9].

From a general perspective, evasion attacks can be categorized as either realistic or
unrealistic evasion attacks [137], regardless of where they are generated. Realistic evasion
attacks generate realizable AEs by adhering to domain constraints in either the problem space
or the feature space, where these representations resemble legitimate programs. Conversely,
unrealistic evasion attacks produce AEs that may be unrealizable, meaning they do not
resemble legitimate programs.

6.2.2 ML Hardening
To defend against evasion attacks, robust optimization techniques [53] have become a pivotal
focus. These techniques are designed to enhance the resilience of ML models against
adversarial attacks, which manipulate input data to cause misclassification. Among these
techniques, adversarially robust optimization, also known as adversarial training, plays a
crucial role in fortifying models by exposing them to AEs during the training phase. This
exposure aims to improve the model’s ability to generalize from adversarial perturbations
it might encounter in real-world scenarios [53]. AT involves incorporating AEs into the
training process, thereby enabling the model to learn from these perturbations and make more
robust predictions. Specifically, the most established strategy [53] is to iteratively generate
high-confidence AEs—worst-case AEs that cause the highest loss—and update the model
parameters to minimize the classification error on these examples. This method has been
shown to significantly enhance the model’s resilience against certain types of attacks, though
it may not guarantee protection against all possible adversarial inputs [50]. In addition to AT,
adversarial retraining [71] follows a similar approach but is based on a simpler idea. This
defense strategy involves enriching the training dataset from scratch with AEs generated by
an evasion attack.

6.3 Methodology
This chapter highlights the intertwined factors crucial for effective AT. We first formulate the
problem and define key dimensions, such as feature representations and classifiers that must
be explored to understand AT’s effectiveness. Then, we present a unified framework that
introduces diverse training and evaluation factors to explore AT from various perspectives.
Finally, we outline a systematic evaluation to understand how these factors impact adversarial
robustness and malware classifier performance on clean data. Exploring AT through different
training factors is vital, as practitioners must select appropriate configurations that will
inherently influence their detectors’ performance in real-world scenarios.
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6.3.1 Problem Definition
Suppose Z represents the problem space encompassing all potential objects (e.g., Android apps
or Windows programs). Additionally, F denotes the feature representation that characterizes
the dimensions of the feature space X. For utilizing ML in malware detection, each object
𝑧 ∈ Z is first mapped to 𝑥 ∈ X through a mapping function 𝜓 : Z→ X. Malware detection is
then performed by a binary classifier 𝑓 : X→ Y with a discriminant function 𝑔 : X × Y→ R,
where 𝑓 (𝑥) = arg max𝑖∈Y 𝑔𝑖 (𝑥) determines the label of 𝑥 ∈ X from the label space Y = {0, 1}.
Specifically, 𝑥 is classified as malware if 𝑓 (𝑥) = 1, and as benign, otherwise.

Evasion attacks can transform a malware sample 𝑥 ∈ X, which is correctly classified (i.e.,
𝑓 (𝑥) = 1), into an AE by finding an adversarial perturbation 𝛿 that changes the prediction
to 𝑓 (𝑥 + 𝛿) = 0 when added to 𝑥. To identify 𝛿, attackers solve the following optimization
problem:

𝑥′ = arg max
𝑥′∈N(𝑥 )

L(𝑔𝑦 (𝑥′), 𝜃, 𝑦) (6.1)

where 𝑥′ = 𝑥 + 𝛿, and L and 𝜃 denote the loss function and parameters of the classifier 𝑓 ,
respectively. Moreover, N(𝑥) represents the set of allowed perturbations. The common
constraint in finding 𝛿, which represents the allowed perturbations, is a norm bound
∥𝑥 − 𝑥′∥ 𝑝 ≤ 𝜖 , where 𝜖 signifies the magnitude of the maximum allowed changes. To harden
𝑓 against adversarial perturbations, robust optimization aims to adjust the parameters of 𝑓 by
incorporating eq. 6.1 in the training process and solving the following min-max optimization
problem:

min
𝜃

E(𝑥𝑖 ,𝑦𝑖 )∼D

[
max

∥𝑥𝑖−𝑥′𝑖 ∥𝑝≤ 𝜖
L(𝑔𝑦𝑖 (𝑥′𝑖), 𝜃, 𝑦𝑖)

]
(6.2)

where E denotes the expected value of the inner maximization problem, considering that
(𝑥𝑖 , 𝑦𝑖) ∼ D are training data samples drawn from the distribution D. It is important to
note that adversarial robustness implies that 𝑓 can accurately classify any variations of 𝑥𝑖 ,
demonstrated by 𝑥′

𝑖
= 𝑥𝑖 + 𝛿, as long as 𝑥′

𝑖
∈ N(𝑥𝑖). In other words, 𝑓 exhibits adversarial

robustness under ∥𝑥𝑖 − 𝑥′𝑖 ∥ 𝑝 ≤ 𝜖 if 𝑓 (𝑥𝑖) = 𝑓 (𝑥′
𝑖
).

6.3.2 Characterizing the Effectiveness of AT
To assess the robustness of malware detectors derived from AT, it is crucial to initially
identify the factors that might significantly impact the effectiveness of AT. Subsequently,
comprehending how these factors influence both clean performance and the adversarial
robustness of hardened malware detectors is essential. According to eq. 6.2, taking the
following key dimensions into account is vital for identifying factors that are likely to
significantly influence the performance of AT:
Data and Feature Representations. Eq. 6.2 shows that the training set is crucial for AT as
robust optimization is performed in it. When the empirical distribution of the training set
diverges from the true data distribution, AT may become ineffective since adversaries can
generate AEs that fall outside the empirical distribution of the training set [192]. One of the
primary dimensions significantly affecting the distribution of the training samples and the
coverage of blind spots is feature representation. As shown in Figure 6.1, the distribution
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Figure 6.1: Illustrating the impact of feature representation on altering the data distribution and covering blind spots
(i.e., the vulnerable regions between the decision boundary and the benign region).

of training samples and the size of the blind spots can be altered by using different feature
representations. Specifically, in discrete feature spaces, using low-dimensional feature
representations (e.g., Figure 6.1 (b)) can reduce the vulnerable region compared to high-
dimensional feature representations (Figure 6.1 (a)), intuitively impacting the capabilities of
uncovering blind spots by AT. Our experiments, especially the analysis in Section 6.4.2.2,
tend to provide empirical insights into this matter.
Classifiers. Our work aims at understanding the role that different learning algorithms,
especially linear and non-linear classifiers, play in model hardening through AT. The intuition
is that low-flexible classifiers, such as linear SVM, might be more susceptible to adversarial
instability compared to high-flexible classifiers [213], such as non-linear classifiers, resulting

Figure 6.2: Demonstrating the impact of classifiers on AT: (a) and (b) show that a linear classifier, due to its low
flexibility, may lose the adjustments made to its decision boundary at time 𝑡 based on an AE when encountering
a new AE at time 𝑡 + 1. In contrast, (c) and (d) illustrate that a non-linear classifier is more adaptable when
encountering new AE.
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in varying levels of adversarial robustness. Specifically, as shown in Figure 6.2, linear
classifiers might start to forget patterns of adversarial inputs encountered earlier in the training
process due to their limited flexibility [154].
Robust Optimization Settings. Eq. 6.2 indicates that the following hyperparameters might
have a considerable influence on the performance of AT:
(i) Perturbation bounds for identifying AEs and confidence levels of AEs. As shown
in Figure 6.3 (a), intuitively a larger perturbation bound 𝜖 should uncover more blind spots
when the adversarial example 𝑥′ found in the inner maximization is misclassified with high
confidence, achieving higher robustness.
(ii) Adversarial fractions, indicating the proportion of AEs used in AT. The robust
optimization in eq. 6.2 utilizes malware samples, underscoring the critical importance of
the number of malware samples used for AT. Increasing the number of AEs can potentially
enhance AT’s ability to uncover more blind spots. However, as illustrated in Figure 6.3 (b),
this is more likely to occur if the original malware used for AT covers a broader feature space
rather than just specific narrow areas.
(iii) Domain constraints. Realistic adversarial attacks target specific regions in the feature
space to compromise ML-based malware detectors [137]. As shown in Figure 6.3 (c), this
suggests that it is sufficient for AT to uncover only those vulnerable regions that include
the feature representations of realizable AEs. These vulnerable regions can be exposed by
considering domain constraints during AE generation, e.g., creating realizable AEs that
satisfy the domain constraints specified in the problem space [9].

6.3.3 Unified Evaluation Framework
To thoroughly investigate AT, we propose an evaluation framework, shown in Figure 6.4, that
helps identify impactful factors in AT. It allows for various controlled evaluations necessary
to clarify the impact of the training factors within the key dimensions defined in Section 6.3.2

Figure 6.3: Illustrating the influence of different settings on the performance of robust optimization: (a) demonstrates
that a large perturbation bound (e.g., 𝜖2), along with a high-confidence AE (e.g., 𝑠2) can potentially reveal more
blind spots. (b) shows that using different sets of malware samples results in varying effects on uncovering blind
spots, e.g., 𝑠1, 𝑠2, and 𝑠3 being more effective than 𝑠1 and 𝑠2. (c) indicates that in AT, uncovering only those blind
spots within the feasible feature space is sufficient, as realistic evasion attacks target these regions (e.g., 𝑠1 and 𝑠3
are realizable AEs, whereas 𝑠2 is not realizable).
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on the success of robust optimization. The framework defines these dimensions for AT and
essential evaluations to assess vanilla and robust models, allowing systematic hypothesis
testing and debugging of AT configurations through controlled factor adjustments.

6.3.3.1 Dimensions and Their Relevant Factors
The proposed framework facilitates investigating the effectiveness of AT based on various
factors across the following defined key dimensions:
Data. Distribution and volume of data are shown to be two essential training factors in
AT [74]. Our framework allows us to explore the impacts of the variations of these factors
on the effectiveness of AT. Specifically, we can import various datasets of different sizes that
include real-world objects like Android Packages (APKs), with diverse distributions based
on variables such as source and release date. Additionally, we can specify the proportion of
samples in the training, validation, and test sets.
Feature Representations. Our framework enables us to explore dimensionality, sparsity,
and types of feature representations, as they seem to influence both model performance
and computational efficiency. For instance, high-dimensional feature spaces can hinder
generalization because increased features lead to sparser data points, which may cause models
to capture incidental correlations instead of meaningful patterns [214]. It is important to note
that by elucidating each supported feature representation within the framework, we ensure
that all real-world objects in the training and test sets are represented in the feature space
according to the specified representations.
Classifiers. The framework supports building various malware detectors by employing a
range of learning algorithms. With support for both linear and non-linear classifiers, this key
dimension facilitates a thorough investigation of how the model flexibility, which indicates
the flexibility of classifiers, influences AT.
Robust Optimization Settings. Adversarial confidence, perturbation bound, adversarial
fraction, and domain constraints are adjustable factors specific to AT. The framework helps
us understand how variations in these factors, along with other discussed factors, contribute
to strengthening malware classifiers. In the AT process, we can specify the perturbation
bound for generating AEs and select different evasion attacks, either unrealistic feature-space
attacks or realistic problem-space attacks, to solve the inner maximization problem in AT.
The former is used to explore the influence of adversarial confidence, as different unrealistic
feature-space attacks produce AEs with varying levels of misclassification confidence, while
the latter is used to examine the impact of domain constraints since realistic problem-space
attacks can generate realizable AEs that meet these constraints.

6.3.3.2 Evaluations
The proposed framework provides options for building either vanilla or robust malware
detectors through standard or adversarial training. Exploring robust optimization settings is
solely crucial for AT, while the remaining factors in the key dimensions are relevant for both
types of training. Once ML models are built according to the configurations outlined in the
framework’s key dimensions, we can assess their performance using the following evaluation
aspects. Please note that in Section 6.4.2.1, we discuss some pitfalls that might occur when
exploring evaluation factors.
Clean Performance. Two important evaluation factors in specifying the performance of
malware classifiers in the absence of adversarial attacks are reliability and completeness,
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Figure 6.4: Illustration of our unified framework proposed to investigate the influence of various key dimensions on
the performance of malware classifiers.

offering practical insight into their impact beyond formal definitions. Reliability ensures the
classifier accurately detects malware without mislabeling goodware, while completeness
ensures it identifies all malicious instances. The framework includes metrics like F1-Score
to clarify these aspects.
Adversarial Robustness. Our proposed framework supports three key evaluation factors
for assessing adversarial robustness: adversarial detectability, adversarial realism, and
adversarial knowledge. While adversarial detectability measures the classifier’s ability to
detect AEs, adversarial realism ensures that only realistic evasion attacks are considered.
Additionally, robustness is assessed against attacks with varying levels of knowledge about
the classifier.
Analysis. The framework provides a collection of tools for plotting, such as t-SNE
visualization [215]. Besides regular plots, two following tools are supported to further
interpret the functionality of AT:
(i) Joint Feature Importance. This tool is designed to assess how vulnerable regions in the
feature space are protected by AT. Specifically, to evaluate which features are important for
both AT and a realistic evasion attack, we proposed a technique utilizing the Joint Distribution
Plot (JDP). To this end, we first determine the frequency of alteration for each feature within
the feature space during AT and attacking, as this frequency can be seen as a metric indicating
the importance of features for either AT or the realistic evasion attack. For example, if 𝑓1 ∈ F
is involved in transforming 𝑥1 ∈ X and 𝑥2 ∈ X into AEs during AT, its frequency is 2. We
then use the JDP to visualize the overlap in features importance between AT and the evasion
attack. The JDP is based on the Probability Distribution Function (PDF) and is plotted by
estimating the values of two random variables: one representing the importance of features
for AT and the other for the evasion attack. Using the PDF, the distribution of every feature
is displayed along the x-axis and y-axis according to the frequencies determined by AT and
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the evasion attack, respectively. Refer to 𝑆𝑒𝑐𝑡𝑖𝑜𝑛 6.4.2.5 to see an example for JPD.
(ii) Decision-function Roughness. To investigate whether the adversarial vulnerability is
related to boundary complexity, which indicates the shape of the decision surface learned
by the models, we adapt the technique proposed in [209] for use in our framework. This
method estimates a model’s prediction-change risk 𝑟 by comparing the predictions of
synthetic samples, uniformly drawn within the 𝜖-bound of a training sample 𝑥 ∈ X, with the
prediction of 𝑥. A larger 𝑟 indicates a rougher decision function. For more details about this
measurement, refer to [209].

Besides the above analysis factors, our framework includes the hardening cost, which
captures the computational resources needed for AT, helping assess its practical feasibility.

6.3.4 Structured Analysis
To evaluate the influence of the key factors outlined in 𝑆𝑒𝑐𝑡𝑖𝑜𝑛 6.3.2, we design a wide
range of experiments that enable controlled assessments. Specifically, these experiments are
crafted to explore the following RQs:

RQ1: What factors significantly affect the effectiveness of AT?

To explore this research question, we design a comprehensive set of experiments.
Specifically, we systematically vary each of the different factors identified within our key
dimensions to understand their contributions to the efficacy of AT. Our experimental design
encompasses the following key aspects:

• Data: We consider different datasets including raw objects such as Android APKs,
denoted as D1, D2, etc.

• Feature Representations: We use different feature representations, denoted as F1, F2,
etc.

• Classifiers: We consider multiple classifiers, denoted as C1, C2, etc.

• Perturbation Bounds: We explore a range of perturbation bounds, such as 𝜀 =

[0, 5, 10, ..., 100].

• Adversarial Fractions: We vary the fraction of AEs, such as A = [10%, 20%, ..., 100%]
where each 𝛼𝑖 ∈ A indicates the percentage of malware samples per epoch that can be
used for AT.

• Evasion Attacks: We employ several evasion attacks, donated as A𝑡𝑡𝑎𝑐𝑘1, A𝑡𝑡𝑎𝑐𝑘2,
etc., to generate AEs required for either AT or attacking. Our attack set includes
unrealistic feature-space attacks to explore the impact of AE confidence on AT, as
well as realistic problem-space attacks to assess the effect of domain constraints on
AT. It is noted that realistic problem-space attacks allow us to generate realizable AEs
that satisfy domain constraints. Additionally, these problem-space attacks are used to
evaluate the adversarial robustness of our classifiers.

For each combination of data, feature representation, and classifier, we conduct a series
of experiments by varying the perturbation bounds, the adversarial fractions, and evasion
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attacks. For instance, we first combine data D1, feature representation F1, and classifier C1,
and evaluate the performance at each 5 ∈ 𝜀 and 50% ∈ A using different A𝑡𝑡𝑎𝑐𝑘 . We then
continue in this manner for all combinations.

RQ2: What properties of the generated AEs influence the outcomes of the hardening process?

Different evasion attacks generate AEs by leveraging distinct logical approaches, leading
to varying levels of adversarial robustness. Therefore, each method uniquely influences the
training process, resulting in different coverage of blind spots (i.e., vulnerable regions in the
decision space of classifiers) and decision boundaries. To investigate this research question,
we examine the coverage of blind spots and decision boundaries using analysis tools prepared
in the framework, particularly Joint Feature Importance and Decision-function Roughness.

6.4 Experiments and Evaluations
6.4.1 Scope of Analysis
AT is platform-independent, operating on feature representations rather than raw problem-
space data. However, to avoid biased datasets and enable thorough exploration, it is essential
to collect a large, diverse set of malware and goodware samples. Android is well-suited for
this, offering extensive timestamped APKs via repositories like AndroZoo [44], ensuring the
volume and variety needed for reliable analysis.

We emphasize the necessity for practitioners to fine-tune key parameters (e.g., adversarial
fraction) in robust optimization to ensure its effectiveness. Our framework underscores
the importance of understanding how these parameters interact with variations in data,
feature representations, and classifiers. Given the challenges in identifying optimal feature
representations and classifiers, we adopt well-established solutions to maintain focus on
our primary research objectives. Specifically, to explore training factors such as feature
dimensionality and model flexibility, we utilize multiple datasets (DREBIN20 [9] and
APIGraph [54]), feature representations (DREBIN [96] and RAMDA [159]), classifiers (linear
Support Vector Machine (SVM), Decision Tree (DT), and Deep Neural Network (DNN)). To
address evaluation factors like adversarial realism and adversarial knowledge, we consider
both unrealistic (PGD [53], JSMA [164]) and realistic (PK-Greedy [9], EvadeDroid [84])
attacks, generating AEs from 1K randomly selected clean malware samples from the test set
(true positives). Details of our choices and implementation are provided in Appendices 6.A
and 6.B.

6.4.2 Systematic Evaluations
This section explores RQ1 in Section 6.4.2.2, Section 6.4.2.3, and Section 6.4.2.4, as well as
RQ2 in Section 6.4.2.5 to determine the impact of various key factors on the success of AT
and explore which properties of AEs influence AT performance. As outlined in Section 6.3.4,
our systematic evaluations are structured around a series of experiments, each employing
various combinations of data, feature representations, and classifiers.



6

116 6 Enhancing Adversarial Robustness with Robust Optimization

6.4.2.1 Standard Evaluation Configuration
PGD and JSMA are two feature-space attacks within the optimization module of our proposed
framework. They are used to harden baseline malware detectors in most of our evaluations
by generating adversarial examples (AEs) with varying confidence levels (see Appendix
6.C). Additionally, given that both DREBIN and RAMDA are binary feature representations,
we consider the ℓ0-norm (i.e., the number of changes) in eq. 6.2, because it is the common
perturbation bound for binary feature representations [108]. Moreover, to assess adversarial
robustness, we evaluate the models’ resistance to bounded PK-Greedy and EvadeDroid
attacks, ensuring that their attack bounds match those used in the evasion attacks during
AT. Additionally, it is imperative to confirm that the observed adversarial robustness against
evasion attacks is attributable to AT, rather than stemming from the limitation imposed by the
attack bounds of evasion attacks. Our preliminary evaluations in Appendix 6.D underscore
the importance of excluding the robustness improvement resulting from the limitations
imposed by the attack bound when assessing the adversarial robustness of a model enhanced
with AT. This approach is crucial for accurately understanding the impact of AT on the
model’s robustness. In particular, consider M𝑣 and Mℎ, representing a vanilla model and
its hardened counterpart strengthened with an evasion attack employing an 𝜖 bound during
AT. To assess the robust accuracy solely obtained through AT of Mℎ against an 𝜖-bounded
evasion attack A𝑡𝑡𝑎𝑐𝑘 , the measurement should be conducted as follows:

RAT = Rℎ − (R𝑣1 − R𝑣2 ) (6.3)
where Rℎ represents the robust accuracy of Mℎ in response to the 𝜖-bounded A𝑡𝑡𝑎𝑐𝑘 .
Additionally, R𝑣1 denotes the robust accuracy of M𝑣 under the same 𝜖-bounded attack, while
R𝑣2 indicates M𝑣’s robust accuracy against the unbounded A𝑡𝑡𝑎𝑐𝑘 . While RAT isolates the
robustness directly attributed to AT, comparing its effectiveness across different attack bounds
requires normalization, as AT does not have the same opportunity to improve robustness
when the inherent robustness of the vanilla model varies. For instance, with a smaller attack
bound, the vanilla model may already exhibit higher robustness, limiting the potential gain
from AT. We define the relative robustness gained by AT as:

Rrel =
RAT

100 − (R𝑣1 − R𝑣2 )
× 100 (6.4)

where 100 − (R𝑣1 − R𝑣2) represents the portion of robustness that is still available for
improvement by AT in Mℎ under the 𝜖-bounded A𝑡𝑡𝑎𝑐𝑘 . Here, 100 represents the theoretical
maximum robustness a model can achieve. This normalization ensures a fair comparison
across different attack bounds by measuring how effectively AT improves robustness relative
to the remaining improvable portion. The aforementioned evaluations give rise to Pitfalls 1
and 2, which are described as follows:
Pitfall 1—Overestimated Robustness. It is common to measure the adversarial robustness
of malware detectors after hardening ML models with AT. However, overlooking the
robustness arising from the limitations of adversaries due to the attack bound could result in
an overestimation when reporting the adversarial robustness achieved through AT.
Recommendation for Pitfall 1. To verify the efficacy of AT methods in enhancing adversarial
robustness, eq. 6.3 can be employed to discount the initial robustness of baseline malware
detectors against bounded evasion attacks. Figure 6.5 provides an example highlighting
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Figure 6.5: An example demonstrating the robust accuracy of hardened DNN models trained on RAMDA with
varying perturbation bounds, evaluated against PK-Greedy attacks with identical attack bounds. The models are
strengthened by utilizing PGD in AT.

the difference between the measured adversarial robustness and the adversarial robustness
derived from AT (as identified by eq. 6.3) for various DNN models trained on RAMDA.
Pitfall 2—Limited Threat Models. Investigating AT could result in misleading conclusions
if the robust evaluation of malware detectors is performed using only one threat model. For
example in [206], malware classifiers have been compared against a single attack, which may
lead to an unreliable conclusion. Our observation in Table 6.4 of Appendix 6.D confirms that
malware detectors provide various robustness against attacks with different threat models.
For instance, Table 6.4 intriguingly indicates that EvadeDroid, which operates in ZK settings,
outperforms PK-Greedy, which operates in PK settings.
Recommendation for Pitfall 2. The evaluation of the adversarial robustness of detectors
against evasion attacks should involve considering different threat models, including at
least PK and ZK evasion attacks. This is because of robustness against PK attacks do not
necessarily imply robustness against ZK attacks, and vice versa, as they might target different
vulnerable regions.

Additionally, we identified the following three pitfalls during our preliminary assessment
aimed at ensuring the framework’s effectiveness.
Pitfall 3—Reproducibility Challenges. ML algorithms often involve random processes,
such as weight initialization and data shuffling. For instance, our preliminary evaluation
illustrates the F1 score of the same model adversarially trained with the same varied
perturbation bounds in two runs is different. We cannot ensure that the changes in the
F1 score are due to the perturbation bound alone, as the scores differ even for a single
perturbation bound.
Recommendation for Pitfall 3. Since results can vary between runs without consistently
setting random seeds, it is essential to fix the random seed for every stochastic operation in
the training process. This ensures that, at least on the same machine, observed differences
are due to variations in AT settings rather than randomness.
Pitfall 4—Role of Representations. Multiple representations may be available for the data
considered. For instance, for malware, we have multiple available feature spaces in the
research community. Nevertheless, research frequently focuses on a single feature space,
which could have inherent limitations and may not be the best choice for the considered task.
Recommendation for Pitfall 4. Since intrinsic characteristics of different representations
may vary, it would be worth exploring multiple representations and then proceeding with the
most suitable for the considered task.
Pitfall 5—Adversarial Realism Challenge. In the real world, not all adversarial attacks are
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feasible, as adversarial malware aims to both bypass malware classifiers and compromise
victim machines. Therefore, using evasion attacks that cannot generate realizable AEs for
robustness evaluation may lead to misleading results.
Recommendation for Pitfall 5. When evaluating adversarial robustness, it is necessary
to consider evasion attacks that are realistic by satisfying domain constraints, either in the
problem space [9] or in the feature space [137].

6.4.2.2 Robust Optimization Settings: Variation of Perturbation Bounds and
AE Confidence Levels

To investigate the impact of these two variables on AT, we utilized PGD and JSMA to generate
AEs with perturbation bounds varying from 5 to 100 in increments of 5. Additionally, we set
the fraction of AEs to 𝛼 = 50%. Figure 6.6 shows the clean performance of different models
in terms of the F1 score. As can be seen, different classifiers exhibit varying sensitivities to
AT with changing perturbation bound 𝜖 and the confidence of AEs. Increasing 𝜖 potentially
enables the inner optimization to find AEs with higher confidence, provided the evasion
attack used in AT is able to generate high-confidence AEs. As shown in Figure 6.6, using
AT for hardening linear SVM and DT often compromises clean performance, with a greater
sacrifice as 𝜖 increases, especially when PGD is used for hardening linear SVM. In contrast,
DNN is more adaptable. For instance, Figure 6.6 (a) depicts in DREBIN (DREBIN20), the
F1 Score of linear SVM significantly decreases from 86.1% to 72.6% when PGD is used in
AT with 𝜖 = 100. Using JSMA in AT has a lower effect on clean performance than PGD,
especially in linear SVM, as the attack might not generate high-confidence AEs even with
increasing 𝜖 . For instance, as can be seen in Figure 6.6 (b), while the F1 Score of linear
SVM trained on RAMDA drops significantly with JSMA at 𝜖 = 5, it remains relatively stable
for higher 𝜖 = 5 because, as shown in Figure 6.11 of Appendix 6.C, the confidence of AEs
generated by JSMA does not significantly change with increasing perturbation bound.

Figure 6.7 illustrates the relative robust accuracy of different models trained on DREBIN
and RAMDA against PK-Greedy and EvadeDroid on DREBIN20 and APIGraph datasets.
Although Figure 6.7 shows variations in the adversarial robustness of models when hard-
ened with different perturbation bounds, our observations reveal a few interesting results.
First, models trained on RAMDA (dense, low-dimensional discrete feature space) often
exhibit higher adversarial robustness compared to those trained on DREBIN (sparse, high-
dimensional discrete feature space), as AT can potentially uncover more vulnerable regions in
the lower-dimensional space. For example, Figure 6.7 (a) shows that 12 out of 20 DNN-JSMA
models trained on DREBIN achieve a robust accuracy greater than 50% against PK-Greedy,
whereas as can be seen in Figure 6.7 (c), 18 models achieve this benchmark when trained on
RAMDA.

Second, low-confidence AEs like those from JSMA often enhance the robustness of
linear SVM on RAMDA as the perturbation bound increases (Figure 6.7 (c, d, g, and h)).
This is likely because, in dense, low-dimensional spaces, AEs within smaller 𝜖-bounded
regions have limited impact on the decision boundary. Larger 𝜖 enables greater shifts, but at
the cost of clean performance. A similar pattern is observed for linear SVM on DREBIN, a
sparse, high-dimensional space, when high-confidence AEs like those from PGD are used in
AT (Figure 6.7 (b, e, and f)).

Thirdly, incorporating high-confidence AEs in AT does not consistently lead to improved
adversarial robustness. For instance, as depicted in Figure 6.7 (a to d), among 240 models
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Figure 6.6: Clean performance of various models trained on (a) the DREBIN and (b) RAMDA representations of
the DREBIN20 dataset, and (c) the DREBIN and (d) RAMDA representations of the APIGraph dataset, measured
in terms of F1 score. The models are strengthened using either PGD or JSMA with different perturbation bounds.
The F-scores of different vanilla models are displayed with a perturbation bound of 0.

strengthened with JSMA, 143 models demonstrate higher adversarial robustness against
realistic evasion attacks compared to those strengthened with PGD. As another example,
Figure 6.7 (e to h) shows that using JSMA (low-confidence AEs) for hardening DNNs
on both DREBIN and RAMDA representations of the APIGraph dataset often provides
better adversarial robustness. However, within linear SVM, employing high-confidence
AEs generated by PGD during AT, particularly in models trained on DREBIN, enhances
adversarial robustness more effectively than JSMA. This observation appears to correlate with
the linear decision boundary learned during training, which can be significantly shifted by
high-confidence AEs—those characterized by high loss—thereby exposing larger vulnerable
regions. Nevertheless, as illustrated in Figure 6.6, these substantial adjustments come at the
cost of notable reductions in clean performance. It is noted that Appendix 6.E examines
larger perturbation bounds for DREBIN, as the current bounds may be insufficient for this
high-dimensional space. We observe that using attacks with large perturbation bounds in AT
yields minimal to no effect, or even a negative impact, across all models.

6.4.2.3 Robust Optimization Settings: Variation of AE Fractions and AE Confi-
dence Levels

Increasing the number of AEs can potentially uncover more blind spots if the malware
samples in the training set are uniformly distributed around the decision boundary; however,
they might hurt the clean performance. In this experiment, we explore the impact of
different fractions of AEs utilized in AT on both clean and robust accuracy. Specifically, the
experimental design is similar to Section 6.4.2.2, but in this case, we set 𝜖 = 50 and vary
the AE fraction from 10% to 100% in increments of 10%. The relative robust accuracy is
shown in Figure 6.15 of Appendix 6.G and the clean accuracy is reported in Figure 6.14 of
Appendix 6.F. As with the previous evaluations, the plots demonstrate the significance of
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(d) RAMDA (DREBIN20) – EvadeDroid
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(f) DREBIN (APIGraph) – EvadeDroid
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(g) RAMDA (APIGraph) – PK-Greedy
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Figure 6.7: Relative clean accuracy improvement from AT on hardened models. Subfigures (a) and (b) show results
on the DREBIN representation of the DREBIN20 dataset; (c) and (d) show RAMDA representation of DREBIN20;
(e) and (f) show DREBIN representation of the APIGraph dataset; and (g) and (h) show RAMDA representation of
APIGraph. Each model is hardened using either PGD or JSMA with varying perturbation budgets and evaluated
against PK-Greedy and EvadeDroid attacks.

classifiers in AT. Non-linear models, such as DNNs, demonstrate adaptation of their decision
boundaries to AEs, with minimal impact on clean accuracy across both feature spaces. In
contrast, linear SVM exhibits a notable enhancement in robust accuracy, exceeding 60% in
the DREBIN feature space. However, this improvement comes at the cost of a significant
decrease in clean performance as the number of AEs during training increases. It is worth
noting that this exploration indicates that the issue of low adversarial robustness with large
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perturbation bounds in non-linear models, highlighted in Section 6.4.2.2, can be mitigated by
increasing the number of AEs used in AT as the robustness of DNN models often improves
with a higher adversarial fraction.

6.4.2.4 Robust Optimization Settings: Domain Constraints
The domain constraints can guide AT to focus on regions vulnerable to realistic evasion
attacks. To examine the impact of these constraints on AT’s success, we used realizable
AEs generated by bounded PK-Greedy and bounded EvadeDroid in our AT process. Since
employing problem-space adversarial attacks for robust optimization to solve the inner
maximization problem significantly increases training time, we only consider the DREBIN20
dataset in our evaluations. Table 6.1 shows the settings for the robust optimization considered
in this experiment. Our criterion for selecting the perturbation bound 𝜖 is to ensure that
PK-Greedy and EvadeDroid achieve maximum success rates in fooling the evaluated models.

Figure 6.8 illustrates the robust accuracy of various malware classifiers hardened with
unrealistic and realistic evasion attacks. Our observations for DREBIN indicate that realistic
evasion attacks often provide robustness against similar attacks. For instance, as shown in
Figure 6.8 (DREBIN-DNN, subfigure a), while utilizing PK-Greedy achieves relatively high
adversarial robustness against PK-Greedy (63.6% robust accuracy), its robustness against
EvadeDroid is very low (e.g., 0.5% robust accuracy). However, employing unrealistic evasion
attacks such as JSMA can strengthen DNN models against both realistic evasion attacks,
achieving 59.3% robust accuracy against PK-Greedy and 48.6% against EvadeDroid. We
observe a similar trend for other classifiers, but the robustness achieved using PK-Greedy
and EvadeDroid in AT is significantly lower for SVM and DT compared to DNN. Overall,
PK-Greedy and EvadeDroid are less effective at hardening malware classifiers trained on
DREBIN (a sparse, high-dimensional discrete feature space), particularly for models using
SVM and DT. However, these results highlight that domain constraints, which are implicitly
defined through the use of realizable AEs in AT, have a more significant impact on the
success of AT in dense, low-dimensional discrete feature spaces. For instance, applying
EvadeDroid to harden an SVM trained on RAMDA resulted in 41.8% robustness against
PK-Greedy, while the same model trained on DREBIN only achieved 0.5%.

Furthermore, Figures 6.8 (RAMDA-DNN, subfigure a and d) and 6.8 (RAMDA-DT,
subfigure a and d) show that utilizing EvadeDroid to harden DNN and DT models trained
on RAMDA provides high adversarial robustness against both PK-Greedy and EvadeDroid.
This suggests that exploring the low-dimensional feature space blindly is more effective
than following gradients, which are potentially biased towards finding certain vulnerable
regions rather than all vulnerable regions. In other words, in the RAMDA, which is a

Table 6.1: Parameter settings for domain constraints exploration in terms of adversarial rate 𝛼 and perturbation
bound 𝜖 . PG and ED define PK-Greedy and EvadeDroid, respectively.

Model 𝛼
𝜖 (DREBIN) 𝜖 (RAMDA)
PG ED PG ED

DNN 50 50 80 90 50
SVM 50 100 65 25 65
DT 50 70 85 75 30
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Figure 6.8: Robust accuracy, gained from AT, of DNN, SVM, and DT models trained on DREBIN and RAMDA
representations of DREBIN20, hardened with either unrealistic or realistic evasion attacks against realistic evasion
attacks. The perturbation bound and attack bound, both represented by 𝜖 , are identical in each subfigure.
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Table 6.2: Clean performance of different models trained on DREBIN and RAMDA representations of DREBIN20,
hardened with either unrealistic or realistic evasion attacks in terms of F1 Score. PG and ED define PK-Greedy and
EvadeDroid, respectively. F1 scores of vanilla DNN, SVM, and DT trained on DREBIN representation are 88.9,
86.1, and 81.4, respectively. F1 scores of vanilla DNN, SVM, and DT trained on RAMDA representation are 82.8,
71.3, and 79.5, respectively.

Model DREBIN RAMDA
𝜖 PGD JSMA PG 𝜖 PGD JSMA PG

DNN 50 89.7% 89.0% 89.1% 90 81.5% 81.3% 82.6%
SVM 100 72.6% 82.5% 85.1% 25 51.8% 54.6% 70.9%
DT 70 79.4% 80.8% 82.1% 75 63.8% 72.3% 77.5%

𝜖 PGD JSMA ED 𝜖 PGD JSMA ED

DNN 80 88.9% 88.8% 90.4% 50 81.7% 81.5% 82.3%
SVM 65 76.2% 82.5% 85.5% 65 51.0% 53.1% 71.2%
DT 85 78.9% 82.0% 83.6% 30 70.7% 75.4% 78.6%

low-dimensional feature space, robustness achieved by EvadeDroid, which works in ZK
settings, is more transferable than PK-Greedy which works in PK settings.

Our observations in Figures 6.8 indicate that PGD and JSMA can potentially be effective
in hardening malware classifiers; however, their effectiveness must be weighed against their
impacts on clean performance. Table 6.2 shows notable drops in F1 Score, especially when
PGD and JSMA are used for hardening SVM and DT, while PK-Greedy and EvadeDroid
maintain clean accuracy. The decline in clean performance with unrealistic evasion attacks
stems from AEs distorting class boundaries, causing artificial overlaps. This shift forces the
model to focus on unfeasible regions (i.e., the areas where realizable AEs cannot be placed),
hindering its ability to generalize and leading to more misclassifications on clean data. The
use of realizable AEs in AT avoids these negative effects by guiding the optimizer to explore
feasible and genuinely vulnerable regions.

6.4.2.5 Properties of AEs
This section investigates RQ2. This research question is similar to the research question
explored in [206]. Intuitively, different methodologies for crafting AEs inherently produce
distinct characteristics in the generated samples, as they exploit varying sets of features and
algorithms. This distinction is illustrated in Figure 6.11 of Appendix 6.C, where it is evident
that the confidence levels of AEs created by two different gradient-based strategies vary
significantly. To delve deeper into AEs and their influence on the effectiveness of AT, we
employ diverse tools mentioned in Section 6.3.3.2.

We first utilize the joint feature importance metric introduced in 6.3.3.2 to determine the
significance of features for both the defense and attack sides. Specifically, we analyze some
interesting results reported in Section 6.4.2.4. As shown in Figures 6.8 (b) and 6.8 (d) for
DNN models trained on RAMDA, the adversarial robustness achieved by using EvadeDroid
in hardening DNN trained on RAMDA is highly transferable, providing high adversarial
robustness against not only EvadeDroid but also PK-Greedy. Figures 6.9 (a) and 6.9 (b)
clarify this, demonstrating that some overlapping regions are highly important for both the
defender and the attacker. Note that in each plot, the contours highlight regions where the
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Figure 6.9: Joint distribution plots which compare the importance of features used both during the hardening phase
(x-axis) and the attack phase (y-axis), referring to the scenario described in Figure 6.8.

importance of common features is greater than in areas outside the contours. The contours
near the top right indicate that the common features are mostly important for both the
defender and the attacker, with darker contours representing a higher feature overlap. Indeed
Figures 6.9 (a) and 6.9 (b) demonstrate that EvadeDroid can generate some AEs during
training that highlight features often targeted by both EvadeDroid and PK-Greedy during
attacks. This helps the DNN model guard against adversarial changes that might affect these
features. Figures 6.8 (b) and 6.8 (d) for DNN models trained on RAMDA also illustrate a
relatively high adversarial robustness achieved by hardening DNN with JSMA, an unrealistic
evasion attack. We visualize similar joint importance feature plots (Figures 6.9 (c) and
6.9 (d)) which, like the previous analysis, demonstrate that some overlapping regions are
highly important for both defense and attack sides.

Then, we examine the potential connection between the roughness of the decision
boundary, which is measured using the decision-function roughness metric introduced in
Section 6.3.3.2, and adversarial robustness. Here, we consider several models hardened
by PGD on RAMDA with 𝜖 values ranging from 50 to 60. As shown in Figure 6.7 (c),
this range is particularly interesting because, at 𝜖 = 55, DT exhibits a significant drop in
adversarial robustness against PK-Greedy, while DNN and SVM models remain more stable.
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Table 6.3: Analyzing various models trained on RAMDA in terms of decision-function roughness 𝛾 and robust
accuracy R Acc against PK-Greedy. These models are hardened by PGD.

Model 𝜖 = 50 𝜖 = 55 𝜖 = 60
𝛾 R Acc 𝛾 R Acc 𝛾 R Acc

DNN 0.82 55.7% 0.82 58.6% 0.84 57.8%
SVM 0.26 74.6% 0.31 76.0% 0.26 77.6%
DT 0.16 58.1% 0.13 18.8% 0.17 49.2%

Table 6.3 presents the decision-function roughness 𝛾 and robust accuracy for these models.
Our observations indicate that increasing 𝜖 can affect adversarial robustness, particularly in
DT. For instance, DT’s robust accuracy drops significantly from 58.1% to 18.8% when 𝜖
changes from 50 to 55, whereas the 𝛾 changes only slightly by -0.03. Furthermore, as shown
for the DT model, increasing or decreasing 𝜖 does not necessarily correlate with changes in 𝛾.
Lastly, while the results for DNN and SVM suggest that lower 𝛾 can lead to better adversarial
robustness, this is not consistently the case, as evidenced by the DT results contradicting this
hypothesis.

Next, as shown in the results presented in Section 6.4.2.2 and Section 6.4.2.3, hardened
models trained on the APIGraph dataset often achieve higher clean and robust accuracy
compared to those trained on DREBIN20. To understand this performance gap, we use
t-SNE visualizations of both datasets. As shown in Figure 6.10, APIGraph plots—under
both DREBIN and RAMDA features—demonstrate clearer separation between malware and
goodware than DREBIN20, likely contributing to the improved performance. Additionally,
prior work [216] indicates that APIGraph experiences less distribution drift, supporting its
suitability for training effective and stable malware classifiers.

6.4.2.6 Computational Constraints
This chapter systematically analyzes how various factors affect the effectiveness of AT in
malware classification. We trained 1K+ models and ran 3K+ evaluations, which took more
than six months despite significant hardware resources (see Appendix 6.A.5). Specifically,
training times ranged from 4 to 140 hours per model, depending on the settings, while clean
performance and robustness evaluations took 15 and 780 seconds per model, respectively. It
is important to note that a full exploration of all possible combinations—datasets, feature
representations, classifiers, and robust optimization settings (e.g., perturbation bounds and
adversarial fractions)—would require nearly 27K models (see Appendix 6.H). Given that
training just 1K models took over six months, pursuing an exhaustive training regimen is
computationally infeasible. To balance practicality and meaningful insights, we adopt a
structured approach, varying key parameters while holding others constant. For instance, in
Section 6.4.2.2, we examine perturbation bounds and adversarial confidence across datasets,
features, and classifiers, fixing the adversarial fraction and using unrealistic evasion attacks,
reducing the model count to 480 for efficient evaluation.

6.4.2.7 Key Findings
Our results shed light on the trade-offs between clean performance and adversarial robustness
when using AT to strengthen malware classifiers, advocating for structured evaluations
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Figure 6.10: t-SNE plots of goodware and malware from DREBIN20 and APIGraph, represented with DREBIN
and RAMDA features.

over exhaustive training. Our chapter challenges conclusions drawn in previous influential
research: Specifically, Section 6.4.2.4 questions the conclusions of [206, 210], arguing that
realistic evasion attacks do not always enhance robustness, as their effectiveness depends
on multiple factors. Additionally, while [36, 210] report that unrealistic evasion attacks
degrade clean performance, we show that this effect varies by classifier, particularly in
deep, non-linear models, where AT with unrealistic evasion attacks does not necessarily
harm clean performance. However, when realistic evasion attacks are used, our results align
with [36, 210], supporting the claim that such settings can maintain clean accuracy. Our
findings in Section 6.4.2.2 and Section 6.4.2.3 also challenge the assumption made in [35],
demonstrating that generating highly confident AEs in the inner loop of adversarially robust
optimization is not always necessary. In fact, depending on the specific settings, using
low-confidence AEs—settling for a local rather than a global solution—can sometimes lead
to better robustness. Finally, our results in Section 6.4.2.3 challenge the findings of [206]
regarding the adversarial fraction, showing that AT can benefit from increasing the budget of
AEs generated by unrealistic evasion attacks.

In addition to challenging the relevant important studies, our systematic evaluations
reveal new insights in malware detection. Drawing on our extensive empirical investigation,
whose complete results are summarized in Table 6.5 of Appendix 6.I, we identify ten key
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findings to inform and guide future research on AT in the malware domain.

Takeaway 1: Linear and shallow non-linear models hardened with AT on discrete
feature space substantially lose their performance on clean data, whereas deep
non-linear models do not.

Our observations in Section 6.4.2.2 as well as Section 6.4.2.3 demonstrate that the
clean performance of SVM (linear model) and DT (shallow non-linear model) hardened
by AT is often notably sensitive to changes in the perturbation bound. Specifically, larger
perturbation bounds result in greater sacrifices in clean performance, and vice versa. The
sensitivity, especially in linear models decreases when AEs with lower confidence are used
in AT. Conversely, adjustments to the perturbation bound have minimal impact on the clean
performance of deep non-linear models.

Takeaway 2: The amount and distribution of adversarial examples matters.

As demonstrated in Section 6.4.2.3, the fraction of AEs utilized in AT, specifically in
each batch of robust optimization is crucial as it impacts the amount of considered AEs
and the covered distribution. A minimum threshold is required to effectively shape a robust
decision boundary, but it is important not to exceed this threshold in order to not heavily
impact the clean accuracy. Conversely, using the entire batch of adversarial examples can
degrade classifier performance, particularly in linear models. It is important to note that this
finding validates similar results discussed in [209], which were explored in other domains.

Takeaway 3: In discrete feature spaces, low-dimensional dense feature representations
are easier to harden than high-dimensional sparse feature representations.

As illustrated in Figures 6.7 and 6.15, in discrete feature space, low-dimensional
dense feature representations demonstrate superior robust accuracy compared to high-
dimensional sparse feature representations across the tested classifiers, thereby revealing
more vulnerabilities during AT. This can also be highlighted based on the transferability
property of hardened models with problem-space AEs. Figure 6.8 further confirms that in low-
dimensional feature spaces, realistic evasion attacks—constrained adversarial attacks—can
effectively explore regions akin to other attack types. However, achieving such transferability
is less pronounced and more challenging in high-dimensional, sparse feature spaces.

Takeaway 4: Moving toward unbounded perturbations does not necessarily lead to
any benefit in AT.

Considering very large perturbation bounds for AT does not provide any additional
benefits and may harm robust accuracy against realistic evasion attacks. For instance, as
shown in Figure 6.13, we evaluated the robustness of multiple DNN models trained with
large perturbation budgets ranging from 100 to over 800 against a realistic evasion attack.
The results, depicted in the plots, indicate insufficient robustness. Furthermore, the larger the
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perturbation bound used during training, the worse the robustness becomes. This suggests
that increasing the perturbation bound for AT does not imply that more relevant regions in
the feature space are explored.

Takeaway 5: High-confidence AEs do not always matter in AT.

Our thorough investigation, particularly in Section 6.4.2.2 and Section 6.4.2.3, demon-
strates that incorporating low-confidence AEs in AT can sometimes yield better adversarial
robustness than using high-confidence AEs in the malware domain across different scenarios.
Therefore, resolving convergence issues in the inner maximization problem of AT is of lesser
immediate importance. This aligns with the findings of [210].

Takeaway 6: Using realistic evasion attacks in AT outperform unrealistic ones for
hardening deep non-linear models trained on dense, low-dimensional discrete feature
space.

Our observations in Figure 6.8—RAMDA (DNN, subfigures a to d)—show that DNN
models (deep non-linear models) hardened with PK-Greedy and EvadeDroid (realistic
evasion attacks) exhibit superior adversarial robustness compared to those hardened with
PGD and JSMA (unrealistic evasion attacks) when the models trained on RAMDA (a dense,
low-dimensional feature space). Moreover, as shown in Table 6.2, this effectiveness is
achieved by maintaining the clean performance of hardened models similar to the vanilla
DNN model trained on RAMDA. For a more detailed discussion, refer to Section 6.4.2.4.

Takeaway 7: AT with unrealistic evasion attacks is ineffective for hardening linear
models trained either on a dense, low-dimensional discrete feature space or sparse,
high-dimensional discrete feature space.

Table 6.2 demonstrates that the clean performance of SVM models (linear models) trained
on either DREBIN (sparse, high-dimensional discrete feature space) or RAMDA (dense,
low-dimensional discrete feature space) substantially drops when they are hardened with
PGD or JSMA (unrealistic evasion attacks). Moreover, as shown in Figure 6.8—DREBIN
(SVM, subfigures a to d)—using PGD in AT to strengthen SVM trained on DREBIN, and
in Figure 6.8—RAMDA (SVM, subfigures a to d)—using both PGD and JSMA in AT to
strengthen SVM trained on RAMDA outperforms PK-Greedy and EvadeDroid. However,
this ultimately renders the SVM ineffective due to a considerable reduction in the clean
performance of the hardened SVM models. For further details, see Section 6.4.2.4.

Takeaway 8: Unrealistic evasion attacks outperform realistic ones in hardening deep
and shallow non-linear models trained on sparse, high-dimensional, discrete feature
spaces.

Figure 6.8—DREBIN (DNN, subfigures a to d) and DREBIN (DT, subfigures a to
d)—shows using PGD and JSMA (unrealistic evasion attacks) in AT to harden the DNN



6.5 Related Work

6

129

and DT models (deep and shallow non-linear models) trained on DREBIN (sparse, high-
dimensional discrete feature space) often provide better adversarial robustness than PK-
Greedy and EvadeDroid (realistic evasion attacks). As shown in Table 6.2, This superiority
is accompanied by maintaining the clean performance of the hardened DNN and DT models
because, as discussed in Section 6.4.2.2, using unrealistic evasion attacks in AT for hardening
non-linear models has a minimal impact on clean performance.

Takeaway 9: Adversarial robustness is not necessarily correlated with the roughness
of the decision boundaries found in the discrete feature space.

Our meticulous analysis conducted in Section 6.4.2.5 reveals that contrary to findings
discussed in [209], for the malware classifiers trained on the discrete feature space, altering the
decision-function roughness does not consistently affect the adversarial robustness achieved
through AT.

Takeaway 10: Adversarial robustness is correlated with regions in the discrete feature
space that are important for both attackers and defenders.

Our thorough analysis in Section 6.4.2.5 demonstrates that the adversarial robustness
of the models trained on discrete feature space can improve with an increased number of
common features important in both the defending and attacking processes.

6.5 Related Work
In this section, we review related work on adversarial training with a particularly emphasis
on those applied to harden malware classifiers.

Adversarial Training. Although the study by Goodfellow et al. [50] is recognized as
the first to demonstrate that the inclusion of AEs during the training phase can enhance the
robustness of ML models to evasion attacks, the robust optimization formulation proposed
by Madry et al. [53] for AT marks a turning point in this area. Over the past few years,
numerous studies have focused on robust optimization to enhance the adversarial robustness
of ML models. For instance, Zhang et al. [192] demonstrated the limitations of robust
optimization in ensuring robustness when test points slightly deviate from the training set
distribution. Zhang et al. [192] revealed that the effectiveness of AT is closely tied to the
proximity of test data to the training data manifold. Levi and Kontorovich [217] introduced
an AT approach where perturbed examples from each class are regarded as distinct categories
by dividing each class into clean and adversarial. Zhang et al. [218] proposed a new defense
method to balance adversarial robustness and accuracy by decomposing the robust error into
classification and boundary errors.

Adversarial Training for Malware Detection. AT has been regarded as the most
prevalent defense mechanism for strengthening ML-based detectors. In the last few years,
several studies [14, 17, 28, 30, 32, 37, 60, 206–208] have explored adversarial retraining [50]
to improve the robustness of malware detectors. Most of these studies [14, 17, 28, 30, 32, 37,
60, 207, 208] have primarily focused on proposing new evasion attacks for generating AEs
needed in adversarial retraining. For instance, Grosse et al. [17] adapted the JSMA [164] to
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generate highly effective AEs.
One of the major concerns frequently observed in studies exploring AT is that the

hardened models were not tested against realistic evasion attacks. Specifically, they did
not clarify whether their attacks meet all domain constraints [9]. For example, the AEs
used in [14, 17, 24, 25, 35, 38] may lack robustness to preprocessing, as preprocessing
operators can potentially remove features added to the Manifest file of Android apps [9].
Additionally, bytes that are appended into non-executable areas of Portable Executable (PE)
files through the attacks described in [36, 60, 208] might be discarded by preprocessing
before classification [219]. It is worth noting that the adversarial attacks used in some studies,
such as [31, 206], may not adequately reflect the robustness of detectors against adversaries,
as they did not evaluate the adversarial robustness against some attacks conducted in PK
settings, potentially allowing adversaries to create strong attacks.

Another notable concern is the lack of in-depth examination of adversarial robustness
in most studies since exploring AT was not their primary focus. In recent years, only a
few studies within the field of malware have dedicated their research to investigating AT.
Two significant explorations have been conducted in [206] and [36]. In fact, Dyrmishi et
al. [206, 210] examined the influence of domain constraints on AT by exploring realizable
AEs generated in the problem space. Their findings demonstrated that in the malware
domain, models hardened with unrealizable AEs exhibit less robustness against realistic
evasion attacks compared to models strengthened with realizable AEs. Their observations
also showed that clean performance is slightly affected after AT. Lucas et al. [36] enhanced
the efficiency of various problem-space evasion attacks in generating AEs, making AT
practical for raw-binary malware detectors. Furthermore, unlike the observations reported
in [206], they found that using unrealistic evasion attacks in AT can provide appropriate
adversarial robustness; however, it significantly degrades clean performance. In addition to
these two studies, [31, 137, 153] specifically explored robust optimization for AT. Similar
to [206], Bostani et al. [137] studied the impact of domain constraints on AT. However, they
explored realizable AEs generated in the feature space to overcome the limitations of utilizing
problem-space AEs in AT. Doan et al. [153] introduced a new adversarial learning objective
based on Bayesian inference to capture the distribution of models, leading to improved
robustness.

Finally, the lack of extensive investigation into the impact of influential factors on AT,
especially classifiers and feature representations is another noteworthy concern in relevant
studies. Most of the studies [17, 24, 25, 28–33, 35–38, 60, 153, 154, 156, 206–208] have
primarily focused on using AT to reinforce a single type of classifier, typically relying on
Deep Neural Networks (DNNs) for malware detection; however, it remains uncertain how
effective their explored AT methods are in fortifying other types of classifiers. Furthermore,
to the best of our knowledge, there has not been a thorough investigation into how different
representations, such as high-dimensional and low-dimensional feature spaces, impact the
effectiveness of AT in the context of malware detection.

6.6 Discussion
Our analysis demonstrates that multiple variables (e.g., classifiers, feature representations,
and robust optimization settings) significantly influence the effectiveness of hardening a
target ML-based malware detection through AT. For instance, the method employed to create
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AEs is also crucial, as our research in this chapter indicates that for a model to exhibit
robustness, there needs to be some overlap between the areas of the input space covered by the
adversarial hardening approach and those exploited by an attacker. Our findings indicate that
there is no perfect general formula that exists, but that each configuration must be evaluated
individually and meticulously to ensure the maximum effectiveness of the hardening process.
This careful evaluation is crucial to avoid configurations that could potentially harm the
learning process. For instance, inappropriate choices in feature representation or learning
algorithms may lead to suboptimal robustness and a drop in clean performance. Furthermore,
it is essential to tailor the AT approach to the specific characteristics of datasets and the threat
models. By doing so, one can enhance the model’s robustness without compromising its
overall performance. This highlights the importance of comprehensive and context-specific
evaluations in developing AT strategies.

6.6.1 Limitations
Our research in this chapter focuses on classifiers suitable for exploring a range of models,
from deep non-linear to linear models. However, further exploration is needed, as the target
learning algorithms significantly impact the effectiveness of AT. Moreover, we concentrate
on discrete feature representations, common in malware classification, but since altering
the feature representations could greatly affect attacker capabilities and the AT process,
exploring more diverse feature representations is crucial for a deeper understanding of clean
performance and adversarial robustness. Expanding the exploration of AT for malware
classification by adding more classifiers and feature representations can offer deeper insights,
but is impractical within a single study due to its complexity. Adding just one classifier
or feature representation can increase the number of models in the study conducted in this
chapter from ≈ 1K to ≈ 1.5K, with training and evaluation potentially taking over a year.
This highlights the trade-off between comprehensiveness and feasibility in large-scale AT
experiments.

6.6.2 Future work
We underscore the real-world computational demands of large-scale AT to inspire future
advancements. Our framework offers researchers a platform to explore customized adversarial
settings, optimizing the balance between clean accuracy and robustness in malware detection.
Given the limitations of prior studies, which often draw conclusions from narrow and varied
settings, we encourage researchers to build on our framework for further exploration of the
key factors highlighted in this chapter. Such investigations can help identify broad trends
and establish clear benchmarks across diverse experimental, operational, and threat model
contexts.

6.7 Conclusion
In this work, we present a unified framework that outlines key exploration and evaluation
dimensions in AT for malware detection, along with critical factors for each. Our systematic
evaluation based on this framework uncovers common evaluation pitfalls and provides key
insights to improve the effectiveness of AT. Our exploration highlights how various factors
influence the impact of AT, revealing a complex web of interconnected characteristics that
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affect its success. Indeed, our findings suggest that a tailored approach is essential for
developing robust models through AT.
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6.A Experimental Settings
6.A.1 Data
To empirically analyze how the distribution and volume of data affect AT’s efficacy, we use two
datasets, DREBIN20 [9] and APIGraph [54], which differ in size and malware classification
criteria. The DREBIN20 dataset comprises ≈ 150𝐾 Android applications collected between
January 2016 and December 2018, while APIGraph contains ≈ 323𝐾 Android applications
from January 2012 to December 2018. Specifically, DREBIN20 includes 135,708 goodware
and 15,765 malware labeled according to criteria adapted from [220], where an app is
classified as goodware if it has zero VirusTotal (VT) detections, and as malware if it has
four or more VT detections. Moreover, APIGraph comprises 290,505 goodware and 32,089
malware, labeled using the criteria established in [221]: an app is considered goodware if it
has zero VT detections and malware if it has 15 or more VT detections. It is noted that both
DREBIN20 and APIGraph datasets are constructed to align with the composition suggested
in Tesseract dataset [222], ensuring that the malware ratio mirrors the real-world prevalence
of about 10% for Android malware to maintain spatial consistency, while also preserving
temporal consistency by organizing samples chronologically and distributing them evenly
over the years. In constructing the training and test sets, we use stratified sampling to create
fair and unbiased subsets (33% for testing, 67% for training), while maintaining a 10%
malware ratio in datasets. Additionally, 10% of the training set is reserved for validation. To
ensure a fair and meaningful evaluation, we begin with vanilla models that perform well on
clean data. It is important to note that both the datasets and the way training and test sets are
constructed aim to minimize temporal and spatial biases to mitigate concept drift. Since
this is an inherent challenge in malware classification, we believe concept drift should be
addressed beforehand, rather than adding complexity by applying AT on top of it.

6.A.2 Feature representations
In the study conducted in this chapter, we focus on two primary data representations to examine
the role of dimensionality and sparsity of data representations: DREBIN [223] (sparse,
high-dimensional) and RAMDA [159] (dense, low-dimensional). Indeed, these were selected
for their distinct characteristics, which make them suitable for our analysis of the impact of
representation on security hardening processes. The DREBIN representation, as outlined
in the work by [223], is defined by a high-dimensional, sparse feature space, consisting
of approximately 1.5M features. This vast dimensionality provides a comprehensive but
complex view of data, potentially capturing more nuanced aspects of behaviors and patterns.
Given that the DREBIN representation is substantially high-dimensional, we select the top
10𝐾 most distinctive features based on recommendations from prior studies [16]. In contrast,
RAMDA, as introduced by Li et al. [159], utilizes a dense, low-dimensional space with
379 features. This compact representation is beneficial for modeling as it may reduce the
complexity and increase the manageability of the dataset.

The choice of these representations is significant because, as highlighted [192], the
distribution of data plays a critical role in AT. Smaller dimensions, such as those used in
RAMDA, can potentially improve the fidelity of AT samples to the true data distribution.
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6.A.3 Classifiers
We employ three models: DNN as a deep non-linear classifier, DT as a shallow non-linear
classifier, and linear SVM as a linear classifier to investigate how different learning algorithms
are influenced by AT. In fact, since these classifiers range from non-linear to linear, they are
well-suited for assessing the model flexibility factor highlighted in the proposed framework.

6.A.4 Threat Model
In order to conduct a thorough investigation, we consider a comprehensive threat modeling
scenario that examines both defender and attacker capabilities. As an attacker, our goal is to
fool the classifier and evade it successfully, while as a defender, we want to make our model
as robust as possible against multiple threat actors. Our analysis focuses on four key factors:
(a) Adversarial Confidence: Adversarial confidence refers to the model’s certainty in
classifying an input program as either malicious or benign, playing a key role in both the
success of attacks and the robustness of the model. Attackers aim to generate adversarial
malware that can bypass detection with high confidence, while defenders work to reduce this
confidence and mitigate the associated threats.
(b) Perturbation Bound: This capability defines the maximum allowable perturbation that
can be applied to a target sample. For example, given a target binary vector and a perturbation
bound of 5, it means that in order to craft an AE, we set a modification upper bound of 5
features. This parameter is crucial for both attackers and defenders as it directly impacts the
confidence and feasibility of the generated samples. It is important to highlight that, from the
attacker’s perspective, a lower perturbation bound restricts the number of features that can be
modified, which may hinder the success of evasion. On the other hand, higher bounds can
increase the chances of successful evasion but may also raise the risk of detection through
behavioral analysis or manual inspection, as well as the risk of altering the functionality of
the malware program.
(c) Adversarial Fraction: This capability indicates the proportion of AEs used during the
training phase. For instance, if the adversarial fraction is set to 5%, it implies that only 5%
of the available malware samples in each batch are used for AT. While this parameter is
primarily set by the defender during training, it indirectly reflects the attacker’s influence. A
lower adversarial fraction results in less exposure to adversarial behavior, potentially leaving
the model more vulnerable. From the attacker’s standpoint, this affects their success rate, as
models trained with limited exposure to AEs may generalize poorly to unseen attacks.
(d) Domain Constraints: In real-world scenarios, attackers must ensure that any modifica-
tions preserve the malicious functionality, cannot be easily removed, and appear plausible.
These constraints significantly restrict the space of allowable perturbations, particularly in
realistic evasion attacks. While defenders may enforce or relax such restrictions during
training—leading to strategies that may or may not reflect actual attack behavior—realistic
evasion attacks, from the attacker’s perspective, are limited to feasible regions. These
regions are typically shaped by the domain constraints that defenders attempt to capture or
approximate.

By examining the capabilities of threat models in terms of adversarial confidence,
perturbation bounds, adversarial fractions, and domain constraints, we can comprehensively
assess the dynamics between attackers and defenders. This approach not only helps in
understanding how attackers can optimize their strategies within given constraints but also
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provides insights into how defenders can effectively adjust their training processes to build
more resilient models. When generating AEs either to strengthen or deceive malware
classifiers, the following factors are also considered for evasion attacks:
Attacker Knowledge Assumptions: To deeply explore a range of attack scenarios, we
consider both Perfect Knowledge (PK) and Zero Knowledge (ZK) threat models. In the PK
setting, the attacker has full access to the target model, including its architecture, parameters,
data, and the feature space it operates on. In contrast, the ZK setting only allows black-box
querying of the model’s output.
Attack Strategies: In evaluating hardened malware classifiers, our primary focus is on
realistic, problem-space evasion attacks. For PK scenarios, we utilize the PK-Greedy attack
from Pierazzi et al. [9], which can also be considered an adaptive attack. This is because
PK-Greedy not only functions in white-box settings but also adapts to the target model
by identifying the most influential benign features specified by the hardened classifier.
The attack dynamically adjusts to the model’s characteristics, adapting to what is most
relevant for evading detection. Additionally, PK-Greedy’s method of sorting problem-space
transformations and selecting the most effective one in each iteration via a greedy search
further reflects its adaptive nature. For ZK scenarios, we employ EvadeDroid [84], which is a
realistic, decision-based problem-space attack. Both PK-Greedy and EvadeDroid are crafted
to produce realizable AEs by enforcing domain constraints, ensuring that the generated
malware remains both valid and functional, which makes them particularly suitable for
real-world adversarial evaluations. In some of our experiments, PK-Greedy and EvadeDroid
are also used in AT to strengthen malware detectors. Additionally, we incorporate PGD [53]
and JSMA [164] in AT—both unrealistic feature-space evasion attacks that use gradients to
directly generate AEs in the feature space.

6.A.5 Computational Resources
All our experiments were conducted on a dedicated instance equipped with an NVIDIA
A100 80GB GPU, a 32-core AMD EPYC Milan processor @2.6 GHz, 128GB of RAM, and
a 2.5TB SSD.

6.B Implementation Details
In the study conducted in this chapter, we employed various learning algorithms implemented
in PyTorch: linear SVM, DT, and DNN. To ensure complete control over the training process,
we approximated the linear SVM as a single-layer neural network using PyTorch [224].
The SVM model was evaluated using the LinearSVC class from scikit-learn [225], which
utilizes the LIBLINEAR library [226], to ensure our implementation work well. For the
DREBIN representation, we set the hyperparameter 𝐶 = 1 [223], while for RAMDA, our
preliminary evaluations suggested 𝐶 = 4 provides better performance. Moreover, for DT, we
implemented the approach described in [227] and tuned it using Optuna [228], adjusting the
following hyperparameters.

max_depth’: 5,

’output_dim’: 2,

’momentum’: 0.53,

’lmbda’:0.47,



6

136 6 Enhancing Adversarial Robustness with Robust Optimization

1 2 3 4 5 6 7 8 9 10
Malware Sample

0

10

20

30

40

50

Lo
ss

(a)
Clean samples
AEs - PGD (  = 5)
AEs - JSMA (  = 5)

1 2 3 4 5 6 7 8 9 10
Malware Sample

0

10

20

30

40

50

Lo
ss

(b)
Clean samples
AEs - PGD (  = 10)
AEs - JSMA (  = 10)

Figure 6.11: An example demonstrating the confidence level of different sample types (i.e., clean malware and
adversarial malware samples) in terms of loss. A larger loss indicates greater confidence in misleading classifiers.

’learning_rate’: 0.12,

’weight_decay’: 5e-4,

Our implementation of the DNN is based on the Multilayer Perceptron described in [17] for
malware detection.

Moreover, we implemented PGD and JSMA, with the former adapted for the Android
malware domain according to [24], and the latter directly adapted for use in our framework.
Lastly, for PK-Greedy and EvadeDroid, we utilized the codes shared in their respective
studies—[9] and [84], respectively.

6.C Confidence of AEs
To ascertain whether the feature-space attacks can generate AEs with varying levels of
confidence, we conduct a preliminary evaluation of their performance against a vanilla DNN
trained on the DREBIN representation. Drawing inspiration from [190], we evaluated the
loss (i.e., prediction error) of the vanilla DNN when classifying AEs generated by PGD or
JSMA targeting the vanilla DNN. It is important to note that a higher loss corresponds to
a higher evasion confidence. Figure 6.11 illustrates the confidence levels of 10 randomly
selected malware samples from the DREBIN test set, comprising both clean and adversarial
examples. It is evident that AEs inherently exhibit higher confidence than clean samples,
with those generated by PGD showing higher confidence than those generated by JSMA.
Furthermore, as 𝜖 increases, the confidence of PGD-generated AEs rises, whereas it remains
relatively stable or changes only slightly for JSMA.

6.D Robustness Evaluation
To assess adversarial robustness, we evaluate the models’ resistance to bounded PK-Greedy
and EvadeDroid attacks, ensuring that their attack bounds match those used in the evasion
attacks during AT. This is because models strengthened under a particular 𝜖 during AT are
anticipated to offer resilience within that bound, not necessarily beyond it. Therefore, we
limit the maximum alterations feasible by realistic evasion attacks to 𝜖 . Additionally, it is
imperative to confirm that the observed adversarial robustness against evasion attacks is
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Figure 6.12: Robust accuracy of various vanilla models trained on DREBIN and RAMDA against PK-Greedy and
EvadeDroid with different attack bounds.

attributable to AT, rather than stemming from the limitation imposed by the attack bounds
of evasion attacks. To this end, we need to quantify the improvement in the adversarial
robustness of vanilla models when an attack bound is applied to evasion attacks. Therefore,
we first meticulously evaluate the robustness of the vanilla model against unbound PK-Greedy
and EvadeDroid to understand the inherent adversarial robustness of these baseline malware
detectors, even when attacks do not adhere to a specific attack bound. In an unbounded attack,
adversaries can potentially apply any combination of problem-space transformations to
convert a malware app into an adversarial one, irrespective of how many features are changed
in the feature space. Table 6.4 shows different models have some level of robustness against
realistic evasion attacks. Especially, the models trained on RAMDA demonstrate significantly
greater adversarial robustness compared to those trained on DREBIN, supporting the authors’
claim in [14] that their representation can enhance robust malware detection. Next, we
consider an attack bound 𝜖 for PK-Greedy and EvadeDroid to observe how it limits these
attacks in fooling target baseline malware detectors. Figure 6.12 shows that a lower attack
bound results in a higher limitation on the success of PK-Greedy and EvadeDroid.

6.E Large Perturbation Bound
In the setting used in Section 6.4.2.2, the attacker’s capabilities remain unchanged, while
we consider a defender that increases the perturbation bound. The motivation is that since
DREBIN is a high-dimensional feature representation, the previously considered range of
perturbation bounds might be inadequate to uncover vulnerable areas.

Here, we assess the hardening of DNN, SVM, and DT models trained on DREBIN with

Table 6.4: Robust accuracy of different vanilla models against unbounded PK-Greedy and EvadeDroid.

Model DREBIN RAMDA
PK-Greedy EvadeDroid PK-Greedy EvadeDroid

DNN 0.0% 0.2% 8.3% 0.6%
SVM 0.0% 0.7% 10.0% 9.4%
DT 0.0% 0.0% 6.2% 0.4%
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PGD, considering large perturbation bounds that may help uncover more vulnerable areas.
Specifically, the perturbation bound varies from 100 to 800 in increments of 100 to examine
whether very large bounds can uncover more blind spots and enhance the effectiveness of AT.
Our results, shown in Figure 6.13, demonstrate that the learning algorithm plays a vital role
in this phenomenon, as shown by the differing performance of the models when exposed
to attacks with smaller perturbations. We observe an evident contrast in behavior between
the models: linear SVM do not benefit from larger perturbations against both EvadeDroid
and Pk-Greedy for any attack bound. DNN has a slight improvement against EvadeDroid,
while DT exhibits an advantage against PK-Greedy, especially for lower attack bounds, when
using 600 as the perturbation bound for PGD. However, results for large perturbation bound
attacks (𝜖 >90) are nearly consistent across all models, indicating that this approach has a
negligible or even negative effect, as exemplified by the linear SVM in Figure 6.13.
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(c) SVM – PK-Greedy
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(d) SVM – EvadeDroid
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(e) DT – PK-Greedy
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Figure 6.13: Relative robust accuracy of hardened DNN, SVM, and DT on the DREBIN feature representation of
the DREBIN20 dataset against PK-Greedy and EvadeDroid. Each line represents the same model trained using the
specified perturbation bound for generating AEs during adversarial training.
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6.F Clean Performance Considering Different Adver-
sarial Fractions
This section includes the evaluation of experiments that focus on evaluating the clean
performance of various models trained on DREBIN and RAMDA representations of both
DREBIN20 and APIGraph datasets in terms of F1 score as shown in Figure 6.14. The
models are strengthened using either PGD or JSMA with different fractions of AEs.

6.G Robust Performance Considering Different Adver-
sarial Fractions
This section includes the evaluation of experiments that focus on exploring the robust accuracy
of various models trained on DREBIN and RAMDA representations of both DREBIN20 and
APIGraph datasets in terms of relative robust accuracy as shown in Figure 6.15. The models
are strengthened using either PGD or JSMA with different rates of AEs during the training.
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Figure 6.14: Clean performance of models trained on DREBIN and RAMDA representations of DREBIN20 and
APIGraph datasets in terms of F1 score hardened with different fractions of AEs.

6.H Challenge of Exhaustive Exploration
Although we aimed to systematically evaluate the impact of various AT settings, conducting a
comprehensive exploration across all experimental factors would require training a prohibitive
number of models. Specifically, the total number of configurations is derived from the
following combinations:

• Datasets: 2 (DREBIN20, APIGraph)

• Feature Representations: 2 (DREBIN, RAMDA)
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(c) RAMDA (DREBIN20) – PK-Greedy
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(d) RAMDA (DREBIN20) – EvadeDroid
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(e) DREBIN (APIGraph) – PK-Greedy
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(f) DREBIN (APIGraph) – EvadeDroid
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(g) RAMDA (APIGraph) – PK-Greedy
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Figure 6.15: Relative robust accuracy gained from AT on hardened models trained on (a) and (b) DREBIN
representation and (c) and (d) RAMDA representation of the DREBIN20 dataset, and (e) and (f) DREBIN
representation and (g) and (h) RAMDA representation of the APIGraph dataset against PK-Greedy and EvadeDroid
considering different fraction of AEs during training.

• Classifiers: 3 (DNN, linear SVM, DT)

• Perturbation Bounds: 28 (20 for regular perturbations + 8 for very large perturbations)

• Adversarial Fractions: 10

• Adversarial Confidence Levels: 2 (low confidence (JSMA) and high confidence
(PGD))
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• Domain Constraints: 4 (PK-Greedy, EvadeDroid, PGD, JSMA)

By systematically varying each factor independently, the total number of potential model
configurations follows:

2 × 2 × 3 × 28 × 10 × 2 × 4 = 26, 880

This calculation represents the full scope of model variations required for an exhaustive
evaluation of AT across all dimensions. Given past training experience—where 1K+
models required over six months—evaluating 26,880 models would be computationally
infeasible, requiring several years. Furthermore, expanding the current experimental setup by
introducing additional variables into each designed experiment, such as considering various
adversarial fractions in Section 6.4.2.2, would significantly increase complexity. This would
make the problem analogous to an NP-hard problem, rendering it intractable within practical
time constraints.

6.I Overview of Results
To simplify the review of the empirical results shown across various plots, we offer a
high-level summary of the findings from our evaluations, as presented in Table 6.5.
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7
Conclusions and Outlook

Nowadays, ML has become a ubiquitous tool, offering promising opportunities across various
applications, especially in the context of malware detection [230]. However, safeguarding
ML systems against evasion attacks remains a major concern for enhancing the adversarial
robustness of malware classifiers. While previous studies have made notable efforts to
improve the robustness of ML-based malware detection, their practical effectiveness is
often questionable due to a lack of realism, such as overestimating attackers’ knowledge
or overlooking feasible vulnerabilities in the decision space of malware classifiers. In this
dissertation, we have rethought the security of malware classifiers against evasion attacks by
exploring realism concerns on both the attacker and defender sides, with the goal of assessing
the current state and paving the way toward resolving this critical challenge.

In this chapter, we first summarized our findings in Sections 7.1 and 7.2, based on our
explorations of ML systems for malware detection, emphasizing realism, which is essential
in developing realistic evasion attacks and reliable defenses. Then, in Section 7.3, we present
an overview that highlights new research directions for enhancing the robustness of malware
classifiers.

7.1 Realistic Threat Models
Chapter 3 has provided an in-depth exploration to address Q1 defined in Chapter 1:

Q1: What threat model is truly practical for evasion attacks targeting malware
classifiers in real-world scenarios?

In this chapter, we have taken into account realism concerns from the perspective of
attackers by introducing EvadeDroid, a practical evasion attack targeting black-box Android
malware detectors. Our findings highlight several key requirements for advancing evasion
attacks based on realistic threat models in the malware domain.

1. Develop Attacks That Are Agnostic to the Target Model. While evasion attacks in a
perfect-knowledge setting are useful for robustness evaluation as a worst-case scenario, it

Section 7.3 of this chapter is based on the accepted paper: H. Bostani and V. Moonsamy, Beyond Learning
Algorithms: The Crucial Role of Data in Robust Malware Detection, IEEE Security & Privacy, 2025 [229].
Along with revising the second paragraph of Section 7.3 and incorporating a new paragraph at the beginning of
Section 7.3.3, Subsections 7.3.1 and 7.3.2 have been added to broaden the outlook beyond the original paper.
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is equally important to develop attacks that are agnostic to the target model. This ensures
practical assessments of malware classifiers in real-world scenarios, where detectors
operate as black boxes, often returning only hard labels.

2. Address the Challenge of Inverse Feature Mapping. Adversaries must generate
adversarial malware in the problem space, even if perturbations are crafted in the feature
space. Reconstructing malware based on feature representations is challenging since
the feature mapping from the problem space to the feature space is not invertible. As
confirmed by EvadeDroid, this issue can be resolved by directly identifying adversarial
perturbations in the problem space, eliminating the need to identify them in the feature
space.

3. Generate Realizable Adversarial Malware. Adversarial malware must not only be
functional programs capable of compromising victims’ machines but also appear as valid
programs and ensure their adversarial payloads–such as dead or rubbish code injected
by adversaries to deceive malware classifiers–are not excluded during preprocessing,
a common step in ML pipelines. Our findings show that adversarial payloads injected
into obfuscated FALSE conditions remain inactive at runtime while staying undetectable
during preprocessing, ensuring they cannot be removed. Moreover, using snippets
of benign code as adversarial payloads ensures adversarial malware appears as valid
software even when inspected by human programmers.

4. Ensure Low Evasion Costs. Adversaries need to optimize the query efficiency of their
methods, as excessive query requirements are not economical and, from a practical
perspective, might raise suspicion and lead the target detector to impose restrictions or
block further queries. Our investigation shows that utilizing existing code snippets–well-
crafted problem-space transformations extracted from benign programs at API calls entry
points–plays an essential role in making the attack query-efficient.

7.2 Reliable Defenses
To move towards reliable defenses, Chapters 4 to 6 have investigated various aspects of
defending against realistic evasion attacks:

7.2.1 Identifying Vulnerable Regions
Our findings in Chapter 4 suggest that practical defense mechanisms must efficiently and
effectively identify feasible vulnerable regions while also focusing on these regions without
bias toward specific areas. Specifically, Chapter 4 has offered a comprehensive analysis to
answer Q2 defined in Chapter 1:

Q2: How can vulnerable regions in malware classifiers be efficiently identified
to defend against realistic evasion attacks?

In Chapter 4, we have highlighted that identifying feasible regions vulnerable to realistic
attacks requires generating realizable adversarial malware. The chapter has empirically
demonstrated that generating adversarial malware directly in the feature space, rather than
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the problem space, is more efficient. Additionally, it provides defenders with a greater
opportunity to protect against unknown attacks that exploit new vulnerable regions. This is
because using known problem-space transformations to craft realizable adversarial malware
biases defenders toward specific regions, whereas directly exploring the feature space to
identify vulnerabilities avoids such limitations.

7.2.2 Reducing Spurious Correlations
Our findings suggest that effective defenses should address spurious correlations to ensure
the practicality of malware classifiers in real-world scenarios. Specifically, our exploration
in Chapter 5 has shown that malware classifiers have low generalizability, particularly
against adversarial malware, because they tend to learn misleading patterns unrelated to
malicious functionalities. In this chapter, we have provided an extensive analysis of spurious
correlations in the malware domain to address Q3 defined in Chapter 1:

Q3: How can the impact of spurious correlations be reduced to secure malware
classifiers against realistic evasion attacks?

The chapter had discussed the significance of feature representations in minimizing the
risk of learning spurious correlations, which could significantly impair the generalizability
of malware classifiers. We have indeed highlighted that ML models could be guided to learn
genuine patterns rather than misleading ones by ensuring that the features, representing the
dimensions of the feature space, are semantically aligned with the programs’ functionalities.

7.2.3 Effective Adversarial Training
In Chapter 6, we have demonstrated that considering all key factors in both the hardening and
evaluation processes is crucial for understanding the effectiveness of Adversarial Training
(AT). This chapter has specifically conducted comprehensive evaluations to address Q4
defined in Chapter 1:

Q4: What are the key factors influencing adversarial training, and how do they
affect its effectiveness in malware detection?

Our findings highlight that data, feature representations, classifiers, and robust optimiza-
tion settings are key exploration dimensions that must be examined to identify and understand
the essential factors influencing the performance of AT in hardening malware classifiers.
Particularly, we have identified different influential factors in each key dimension as follows:

1. Data: The distribution and volume of training data can significantly impact the
outcomes of AT.

2. Feature Representations: Dimensionality, sparsity, and the type of feature represen-
tation are influential factors in achieving robust models.

3. Classifiers: Model flexibility is important, as different learning algorithms exhibit
varying resilience to adversarial attacks.
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4. Robust Optimization Settings: In addition to the perturbation bound used to generate
adversarial examples (AEs) for AT, adversarial confidence (i.e., the confidence of the
AEs), adversarial fraction (i.e., the number of AEs used in AT), and domain constraints,
ensuring the realizability of the AEs, are crucial configurations for strengthening
malware classifiers.

It is worth to note that each of these factors plays a distinct role in the success of AT.
However, it is essential to recognize their intertwined roles, rather than focusing solely on
their individual contributions. Additionally, a fair evaluation of adversarial robustness is
vital, necessitating the use of realistic evasion attacks based on diverse threat models, along
with employing reliable metrics to assess the performance of malware classifiers.

7.3 Outlook
In today’s digital age, malware is a formidable threat, compromising countless users daily.
According to AV-TEST’s findings, over 450K new malicious programs and potentially
unwanted applications are detected each day [231]. This staggering number highlights the
immense threat to our online safety. So, how do we keep up with these evolving dangers?
This is where ML systems come into play. Unlike traditional methods, ML systems can
learn from data and adapt to new attack strategies, significantly enhancing their effectiveness
against sophisticated malware. But here is the catch: making sure ML-based malware
detection systems are reliable is no small feat. For these systems to be truly dependable,
they need to follow the core principles of trustworthy ML, including robustness, fairness,
explainability, privacy, and transparency [232]. Among these, robustness is particularly
crucial in the context of malware detection due to the adversarial nature of malware. For
instance, Trojan horses are a common type of malware inherently designed to appear as
legitimate programs, thereby deceiving detection systems. Ensuring robustness becomes
even more critical when dealing with evasion attacks.

Although significant progress has been made in improving the adversarial robustness
of malware classifiers, these systems remain vulnerable to adversarial threats like evasion
attacks which aim to compromise classifiers by manipulating unseen data during the inference
phase. This thesis has made significant efforts to improve the security of ML-based malware
detection systems, specifically those used in static analysis, against evasion attacks, with an
emphasis on realism–a crucial factor in real-world scenarios. However, ML-based dynamic
analysis [233] is also widely used for malware detection alongside static analysis, as practical
defenses typically incorporate multiple layers of protection [234]. Therefore, an important
research direction is to investigate the robustness of these systems against evasion attacks
that manipulate dynamic features extracted during program execution. Moreover, we believe
that further investigation, particularly in the following directions, is necessary to effectively
secure ML-based malware detection systems.

7.3.1 The Impact of Malware Variability in Evasion Attacks
The diversity of malware threats could have significant implications for evasion attacks.
Different malware types and families may not only vary in their objectives but also in how
adversaries craft evasion techniques to bypass detection systems. For instance, ransomware
typically tightly couples encryption mechanisms with its payload, which may make it harder
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to apply adversarial perturbations by complicating the modification of critical components
that should be exploited for evasion. In contrast, spyware, which primarily focuses on data
collection, may be more susceptible to adversarial modifications. As it relies on API calls
to gather user information, injecting benign permissions or APIs could enable adversarial
transformations while maintaining functionality.

While this thesis primarily focuses on exploring adversarial robustness in malware
detection, understanding how evasion techniques interact with different malware threat
models is an important aspect of ensuring the practicality of defenses. This broader
perspective suggests a need for further research into tailoring adversarial defenses to account
for the variability in malware features, evasion capabilities, and detection methods. Therefore,
a promising avenue for future research is to explore how different malware types or families
influence the complexity of evasion attacks in generating adversarial malware.

7.3.2 Detecting Malware in Public Repositories
Malware developers continually devise innovative and sophisticated methods to infiltrate
victim machines and execute malicious code. One of the more recent tactics for distributing
malware involves exploiting public code repositories, such as GitHub [235]. In this approach,
adversaries create malicious repositories by embedding harmful source code within legitimate
codebases. These malicious repositories are often designed to closely resemble legitimate
ones, making it challenging to differentiate between the two manually. When such repositories
are cloned or their code is integrated into other projects, the malware can spread, potentially
leading to data breaches, system compromises, and even widespread exploitation of vulnerable
software systems [236].

The increasing prevalence of this attack vector has led to the application of ML techniques
to detect malicious repositories [237]. Although the use of ML for identifying malicious
code in repositories is still in its infancy, it holds considerable promise for automating and
scaling detection efforts. However, as with any technology, ML models are susceptible
to evasion attacks. Given that the application of ML in this domain is still evolving, it
seems essential to proactively explore methods to safeguard these systems against potential
adversarial manipulations. A compelling direction for future research is to investigate the
security of ML-based detection systems for malicious repositories. This would involve not
only improving detection accuracy but also enhancing the robustness of these systems to
evade attacks, ensuring their effectiveness in identifying malicious code even in the presence
of sophisticated adversarial techniques.

7.3.3 Data’s Role in Robust Malware Detection
Generally, strengthening the robustness of malware detection systems involves refining
learning algorithms or enhancing the quality of the training data. Recent research has
largely focused on improving algorithms, but a crucial factor in the generalizability of ML
models–their ability to perform well on unseen data–depends on the quality of the data
itself. ML models often excel when working with in-distribution data; but, they struggle
when confronted with out-of-distribution examples, especially adversarial ones. This issue is
particularly evident in malware detection, where the threat landscape is constantly shifting.
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7.3.3.1 The Art of Building Robust Malware Classifiers
Think of cybersecurity as a battlefield where we must constantly adapt to new threats.
Building robust malware classifiers is no different. Now, imagine a training dataset with
only one malicious and one benign sample–hardly enough to prepare for the fight. In fact,
training or adversarial training [148] an ML model on such minimal data leads to underfitting,
making it unable to distinguish between malware and benign software. This results in poor
performance on unseen and adversarial malware, as the model has not learned the broader
characteristics that define malicious and benign software. As we add more samples to our
training set, the model gets better at recognizing a wider range of features and variations.
This helps the model accurately classify new, unseen malware and withstand adversarial
attempts to deceive it. However, this process must be balanced with the risk of overfitting,
where the model memorizes the training data instead of learning from it, leading to poor
performance on new data.

But the question remains: Does simply increasing the number of samples in the training set
consistently improve both accuracy and robustness? While practitioners might instinctively
answer “Yes”, especially when using deep neural networks for malware detection, the reality
is far more nuanced. Developing robust malware classifiers requires a delicate balance
between data quantity and quality to build models capable of handling the ever-evolving
threats of malware.

7.3.3.2 Why Should We Care About Data?
Data is the fuel of the digital era. It is what shapes our knowledge and powers our technologies.
Data is indeed the foundation upon which information is built, and information, in turn,
forms the basis of knowledge [238]. Errors in data can lead to flawed knowledge [238]. Just
like a car needs high-quality fuel to run smoothly, ML models need high-quality data to
perform effectively. However, not all data is created equal. Noisy, biased, or inaccurately
labeled samples can cause serious complications, especially for ML systems used in malware
detection. These data errors can lead to inaccurate models, making them unreliable when it
matters most, such as detecting malware in real-world cybersecurity scenarios.

Contrary to popular belief, more data is not always better. Studies in both supervised
and unsupervised learning [239, 240] have demonstrated that merely adding more data can
sometimes hurt performance, especially when the additional data lacks quality. For instance,
Loog et al., [239] discusses how empirical risk minimization, a fundamental aspect of
statistical learning theory aiming to minimize average loss across a dataset, does not always
benefit from larger datasets. Likewise, Loog et al., [240] examines unsupervised learning
methods such as k-means clustering, which can fail to improve with additional data when
that data is noisy or misrepresented. These insights highlight a crucial lesson: Low-quality
data can undermine the performance of malware classifiers, especially their robustness. So,
how does data quality shape model robustness? Understanding this relationship is essential
for developing resilient ML systems.

7.3.3.3 Robustness Is Tied to Data Quality
In the fight against malware, the quality of the data used to train ML models is crucial.
High-quality training data enable models to learn robust features–genuine, meaningful
patterns relevant to detecting malware. When a model is trained on robust features, it
performs well and generalizes effectively. However, models often end up learning non-robust
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features that are highly predictive but might seem unrelated or illogical to humans [198].
This issue can arise from low-quality data, such as biased or incomplete datasets.

To illustrate the significance of data quality in providing resilient models, consider an
image detection model designed to classify seagulls. If the training set is biased, containing
mostly images of seagulls with blue backgrounds (e.g., the sea), the model might incorrectly
associate the blue background–non-robust feature–with the presence of seagulls. This
makes it vulnerable to adversarial attacks, as an adversary could manipulate the background
without altering the actual seagull. While such changes are imperceptible to humans, who
still recognize the seagull, the model would fail. Conversely, if the model learns robust
features–like the seagull’s beak–it becomes more resilient, as adversaries would need to
alter these critical features, which are harder to manipulate without violating perceptual
constraints.

The same principle applies to malware detection. Biased datasets can have a similar
detrimental impact. Let us consider the following scenario where malware apps are frequently
collected from Chinese markets, while benign apps come from various markets, such as
Google Play. Since there are so many of these samples, the model starts to think that features
derived from market data are indicative of malicious behavior. In fact, an ML classifier might
mistakenly associate this market data with malicious behavior, even though there is no real
connection. This misclassification happens because the model is picking up on irrelevant
features due to the biased training dataset.

Improving learning algorithms through techniques like regularization can help mitigate
these issues, but enhancing data quality offers a more fundamental solution. One effective
approach is subsampling. For instance, instead of using all malware samples from a certain
market–which typically dominates the training dataset–we can randomly select a smaller,
more representative subset. This reduces the over-representation of certain features, allowing
the model to focus on the actual patterns that distinguish malware from benign software.
This process, known as subsampling from the majority class in the training set, helps mitigate
errors that arise when models are over-parameterized [241].

The subsampling approach appears promising for selecting key samples that capture
the core characteristics of the dataset. However, this brings us to a crucial question: How
can we ensure that training datasets for building ML systems are composed of high-quality,
representative samples? Addressing this question is particularly important in malware
detection. High-quality, representative datasets allow the models to learn robust features
associated with genuine patterns. Learning robust features increases the generalizability of
malware classifiers, enabling them to perform reliably in real-world scenarios where the
variety and sophistication of malware are constantly evolving.

7.3.3.4 Coresets and Adversarial Robustness
When it comes to ML systems, the quality of our training data is crucial. Think of it
like cooking. Using fresh, high-quality ingredients leads to a delicious meal, while using
subpar ingredients can ruin the dish. Similarly, in ML, not all data samples are created
equal. Some are the fresh, high-quality “ingredients” that capture the true essence of the
dataset, while others can introduce noise and redundancy, making it hard for the model to
generalize effectively [242]. So, how do we ensure our ML models get the best “ingredients”?
The best we can do is use a subsampling method, and we believe coreset construction
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techniques [243] are among the most promising subsampling methods for retaining only
high-quality, representative samples in the training dataset. In fact, instead of training on
the entire dataset, which can be overwhelming and inefficient, coresets allow us to focus
on smaller, more representative subsets of data. This approach not only speeds up training
but also achieves performance similar to training our ML model on the entire dataset, as
the coreset preserves the key characteristics of the training dataset. Figure 7.1 (a)1 is an
example showing that models trained on a coreset can achieve performance comparable to
those trained on the full dataset. In fact, by using a coreset construction method, we can cut
down on training time while still hitting the same optimal performance.

But here is where it gets even better. Coresets are not just about efficiency. They also can
enhance the model’s robustness against adversarial attacks [245]. Think of it like training
a security guard. By focusing on the most representative training scenarios, the guard
becomes better at spotting real threats. Figure 7.1 (b) highlights how training on high-quality
samples identified by the CRAIG method [244], a coreset construction method, leads to
strong generalization performance, often surpassing models trained on the full dataset.

In practical terms, focusing on the most diverse and representative samples helps reduce
noise, redundancy, and outliers–elements that can make a model vulnerable to adversarial
attacks. This is particularly vital in cybersecurity applications like malware detection,
where adversaries constantly evolve their techniques. By capturing both malicious and
benign behaviors more effectively, coresets make our ML models stronger and more reliable.
Moreover, coresets act as a form of regularization, guiding models toward simpler, more
robust decision-making. This does not just improve generalizability but also reduces the risk
of adversarial exploitation, a common pitfall of overly complex models.

In summary, we believe using coresets is like cooking with the finest ingredients. It not
only makes our ML model more efficient but also helps it build robustness, equipping it to
tackle the ever-evolving landscape of cybersecurity threats.

7.3.3.5 The Power of Coresets in Action
Let us continue with our cooking example. Imagine trying to find the best ingredients for
a recipe. We would not want to use everything in the pantry; instead, we would select the
freshest and most essential items. Similarly, in ML, using a subset of the best data can make
all the difference. This is where coresets come in. Coresets are like a highlight reel of our
data. They focus on the most important and representative samples, making the training
process both faster and more effective. This is particularly exciting for malware detection,
where ensuring robustness against adversarial attacks is crucial. But how do we make this
work?
Gradient Approximation: Imagine gradients as the lines that define shapes in an image,
outlining the boundaries of objects. In malware detection, these “lines” help the model tell
the difference between harmful and harmless behavior. Malware often has sharp lines, like
distinct edges, because of unique features like suspicious API calls [189]. On the other hand,
benign (harmless) samples are more like gentle slopes. If our coreset misses the sharp lines,
it might overlook subtle malicious patterns. Conversely, if it ignores the smooth slopes of

1We thank Dr. Baharan Mirzasoleiman (UCLA) for granting permission to reproduce Figure 7.1, originally
published in [244].
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Figure 7.1: This graph illustrates the performance of an ML model in terms of error of Stochastic Gradient Descent
for Logistic Regression over time, using different training methods on a dataset with approximately 580,000 data
points [244]. The blue curve represents the model trained using CRAIG, a coreset construction technique that uses
only 10% of the dataset but selects the most important data points. The green curve shows the model trained on a
random 10% of the data, while the orange curve depicts the model trained on the entire dataset. CRAIG achieves
similar performance to the full dataset, with the added benefit of being three times faster.

benign samples, it could result in false alarms. To be effective, coresets must capture the
gradient behavior inherent to both malicious and benign data.
Designing Versatile Coresets: Just as a diverse cast of characters makes a story more
engaging, diversity in key samples is vital for defining a coreset that enhances a model’s
robustness. In malware detection, it is crucial to reflect the variety and complexity of
real-world samples, especially those tricky edge cases that hackers exploit. Therefore,
coresets must cover critical regions of the data distribution that are susceptible to evasion
attacks. By focusing on diversity and informativeness, models trained on these coresets can
better generalize across both regular and tricky, adversarial examples. This approach aligns
with findings from recent studies, which emphasize the importance of including diverse
adversarial examples in training to bolster model robustness [246].

7.3.3.6 Last Word
Despite significant efforts to strengthen ML-based malware detection systems, improving
their robustness remains a complex puzzle. While recent research has largely focused on
enhancing algorithms, the quality of the data itself remains an often-overlooked factor. Here
we highlight the need to shift our focus toward high-quality, representative data as the key to
building robust malware classifiers. Think of data as the backbone of ML. High-quality data
is essential for learning robust features, which, in turn, improve model robustness. But what
exactly does this data include? It consists of the feature representations of real programs in
the feature space. This means we also need to consider how feature representations shape
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the distribution of data–ultimately influencing the decision boundary where malware is
distinguished from benign software.

To move forward, our community must take a closer look at data quality, not just in terms
of real programs but also in how they are represented in the feature space. By doing so, we
can pave the way for more resilient ML systems that stand strong against evolving cyber
threats.
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