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Introduction

The advent of the Internet resulted in the unprecedented explosion of information and the
subsequent need for new methods and tools to access information. Information Retrieval
(IR), as a field of study, expanded to address this need. Flagship applications of this re-
search area are search engines such as Google, Bing or Baidu. IR is a broad research area
consisting of several processes that culminate in the provision of an answer (or answers) to
an information need. For a long time, IR was dominated by the sense of pull triggered by
the user issuing a query. IR operates from the assumption that the user knows what he/she
wants and/or what query to issue.

The sense of pull (initiated by the issuance of a query) that characterizes IR was soon
joined by a sense of push where Information Access (IA) systems proactively supply infor-
mation to the user without the user entering queries. These push systems are broadly called
Recommender Systems (RS). The emergence of push systems is motivated by 1) an under-
standing that it is not easy for users to translate their information needs to queries, and 2) the
interest to influence users or advertise products and services. In reality, IR and RS systems
are mixed and used together in daily information provision and consumption.

Recommendation is ubiquitous in today’s digital era. From e-commerce sites to search
engines and to news portals, recommendation is an integral part of the information provision
and consumption, and revenue. A recommender system has three conspicuous components:
a target user profile, a collection, and a recommendation engine. The user profile is the
entity for which recommendation is to be provided. This can vary from a Wikipedia entity
profile for which relevant information is recommended for update, to a prototypical user (of
an e-commerce website or a news portal) for whom items are provided.

The collection is the information haystack, so to speak, from which recommendation
items are picked out. This can be a stream of news items, a collection of product items, or
a list of websites. The size of the collection vis-a-vis the reality that only a small part of
it is of relevance or interest to the target user profile in question is the main raison d’étre
for recommender systems. In the absence of RS systems, the user has to contend with the
overwhelming collection.

The third component is the recommendation engine, which takes the user and the collec-



2 1. Introduction

tion as inputs and produces a ranked list of recommendations as output. RS engines range
from typical IR engines to exclusively RS engines such as Collaborative Filtering. The main
difference between IR systems and RS systems is that of focus: while IR systems focus on
providing relevant ranked lists in response to a query, RS systems focus on predicting user
preferences and providing a personalized list of recommendations based on history, trend
or other clues.

Operationalization of each of the components of a recommender system vary immensely.
Users can be represented in different ways; collections can come in several shapes and forms;
and recommendation engines are implemented in diverse ways. Each choice of operational-
ization has its weaknesses and strengths, opportunities and challenges, and advantages and
disadvantages. To assess the quality of a recommender system, an aggregate metric of qual-
ity is usually used.

The choices of operationalization in each of the components form a pipeline. A choice
at any stage of the pipeline has an impact on subsequent stages. As such, an aggregate
measure of the effectiveness of a recommender system may not show the effectiveness of
choices made at different stages of the recommender system’s pipeline. It may hide the
weaknesses and/or strengths of choices.

In this thesis, we zoom in on key stages of the recommender system pipeline and in-
vestigate the impact of the choices made in a particular stage over the overall performance
of a recommender system. For example, in Chapter 4, we investigate the impact of the
interplay between feature sets and machine learning algorithms on the later stages of a rec-
ommender system. In Chapter 5, we conduct an in-depth study into filtering a collection,
a very common initial stage in recommender system pipelines, and in Chapter 8, we exam-
ine the factors, patterns and inconsistencies in the evaluation of recommender systems. In
particular, we show the challenges of evaluating recommender systems in different settings
(offline and online using A/B testing), advise precautions and suggest solutions.

Last but not least, we go into an area where the impact of recommender systems has
become a hot topic of debate in academia, industry and society: the debate on the impact
of recommender systems, either as systems mitigating the information overload problem,
or isolating users in filter bubbles. This debate presupposes that RSs are either under-
or overpersonalizing recommendations. We take a user-centric perspective and propose a
method for quantifying the degree of personalization. The method can help both industry
and academia to quantify, objectively, this aspect of a recommender system from a user-
engagement point of view.

This thesis’ contributions are dotted around the entire recommendation pipeline involv-
ing users, collection and algorithms. We start with an exploration of approaches for Cumula-
tive Citation Recommendation, a special recommendation task that aims to ease the curation
and maintenance of knowledge bases such as Wikipedia. Following that, the thesis inves-
tigates the interplay between feature selection and choice of machine learning algorithm,
and the impact on subsequently arrived conclusions. In the user and collection domains, the
thesis investigates the initial stage of filtering a collection where different ways of user and
entity representations are investigated, and their impact on later stages of a recommender
system’s pipeline is quantified. The thesis then investigates the evaluation of recommender
systems from multiple dimensions: offline-online evaluations, randomness in A/B tests, and
performance across time. Finally, the thesis deals with quantifying the impact of person-
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alized content differentiation with a view to quantifying the degree of personalization of a
recommender system.

1.1. Research Outline, Themes and Questions

This thesis investigates the recommendation pipeline by zooming in on specific stages to
better understand the interactions of choices and components in the overall system perfor-
mance. It does this under three themes: Cumulative Citation Recommendation (CCR), News
Recommendation and Quantifying the Impact of Recommender Systems. CCR is the task
of filtering and recommending citation-worthy documents from a collection so that curators
of Knowledge Bases (KBs) such as Wikipedia can update the KBs. This task is important
given the importance of keeping KBs up-to-date as a source of information and the need to
filter the web for new citation-worthy documents to be used for updating the KBs.

News media play a central role in a democratic society [1]. News recommenders sort,
select and rank news items, therefore taking over journalistic roles [2, 3]. The evaluation
and impact of news recommendation are therefore important tasks encompassing many is-
sues such as what should we measure and how, and what normative frameworks should we
employ to measure the effectiveness of news recommendation. The themes of “News Rec-
ommendation”, and “Quantifying an Impact of Recommender Systems” attempt to address
some issues in news recommendation.

Below, under each of the themes, are the research questions that have been pursued.

1.1.1. Theme I: Cumulative Citation Recommendation

Under this theme, we pursue four research questions. Given a stream of documents and a set
of pre-selected knowledge Base (KB) entities, CCR is defined as the task of filtering, ranking
and recommending items or documents according to the relevance—citation-worthiness—
of the documents to the target KB entity profile so that a KB curator can use the items
or documents to update the entity’s KB entry. This task is important as a result of 1) the
importance, as an encyclopedic reference, of Knowledge Bases such as Wikipedia, 2) the
number of new documents (information items) that appear on the Internet, 3) the number of
KB entities that KB curators must deal with and 4) the small number of volunteers that work
to update the KB entities. As a result of these factors, the time lag between a citation-worthy
document appearing on the Internet and its inclusion in a pertinent KB entity can be large [4,
5]. In this theme, as part of the TREC Knowledge Base Acceleration benchmarking initiative
where many teams took part in testing their best algorithms, we opted for a simple approach
where entities are represented by an expanded set of labels. We explored the following
research questions. The first is on the assessment of string-matching approaches to the CCR
task and how that fares in comparison to other more sophisticated approaches. We asked the
following research questions.

RQ1 How do simple string-matching approaches to the CCR task perform?

We attempt to answer this question in Chapter 3 where we employ the string-matching ap-
proach where entities are represented by a rich set of labels. Participation in the TREC
KBA benchmarking task allowed us to compare our approach with the approaches of other
participants. We present the factors that affect performance in a string-matching approach.
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Following and also inspired by our finding that the string-matching approach was one of
the best-performing ones in this task, we try to combine the best of two worlds: our effec-
tive features and then state-of-the-art machine learning algorithms. We asked the following
research question.

RQ2 Does the use of the rich entity representations from our string-matching approach with
machine learning approaches result in improved performances?

We answer RQ2 research question in Chapter 3, where we also compare the approach
with the string-matching approach. Following this, we engage in the study of the impact
of the interplay of choices in the recommendation pipeline. Machine learning approaches
to the KBA-CCR task are complex involving multi-stage pipelines. We are interested in
the impact of choices in one stage on the subsequent stages and on the overall performance.
Recommender systems are usually evaluated based on only their overall performance and the
best performing ones are adopted as the state-of-the-art. This, however, hides the weaknesses
and strengths of choices at different stages of the pipeline. A recommender system that
performs well in some stages of the pipeline might end up having a bad overall performance
score due to choices on other stages of the pipeline, or vice versa. This means there might
be gains that are overlooked or weaknesses that can be avoided by making other choices at a
particular stage. We zoom in on some particular stages of the KBA-CCR task to investigate
the impact of choices on subsequent stages of the pipeline and the overall performance. In
particular, we ask the following research question.

RQ3 How does the interplay between the selection of features and the choice of algorithms
affect performance?

RQ4 How big is the impact of the initial task of filtering in the KBA-CCR overall perfor-
mance, and what makes documents unfilterable?

Chapter 4 answers RQ3 by investigating the impact of the choice of feature sets in two
state-of-the-art machine learning algorithms. Chapter 5 answers RQ4 by thoroughly inves-
tigating the filtering stage.

1.1.2. Theme II: News Recommendation

News recommendation has its own unique challenges due to temporal and geographical
factors, and due to the fact that items and users are in constant flux. In this theme, we explore
several interrelated research questions on the factors affecting news recommendation and
consumption, the challenges involved in the evaluation of news recommender systems and
comparisons of evaluations and platforms. We investigate the different research questions
under different sub-themes, which we presented below. The research work under this theme
was done in a news recommendation evaluation initiative called CLEF NEWSREEL [6, 7]
that provided a platform for the testing of news recommender algorithms.

Investigating the Role of Geography in News Consumption:
Under this investigation, we ask the following research question.

RQ5 What is the impact of geographical proximity on the consumption of news?
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In Chapter 7, we seek to answer RQS5 by investigating the relationship between the ge-
ographical focus of online news portals and the geographical area of users in two online
news portals. We then investigate the comparison of news recommender systems in a real-
world setting. We incorporate the geographical relationship between news items and users
from the previous question into our algorithms. Specifically, we ask the following research
question and seek to answer it in the same chapter.

RQ6 What are the patterns of news recommender performance in real-world news recom-
mendation, and does the incorporation of geographical information improve perfor-
mance?

We attempt to answer RQ6 by deploying several interrelated algorithms, one of which
incorporates geographical information into its selection of recommendation items. To in-
vestigate empirically the effect of non-algorithmic factors in A/B testing, we deployed two
instances of the same algorithm.

Multidimensional Investigation of News Recommendation

In Chapter 8, we seek answers to 3 interrelated research questions. The goal here is to better
understand the challenges, validity and fairness, and consistency of news recommender sys-
tem evaluations. Building on our observation of the performance of the two instances of the
same algorithm in Chapter 7, we begin this chapter with the following research question.

RQ7 What are the causes of “random” performance differences in real-life news recom-
mendation, and how can we quantify the extent of random differences?

We answer RQ7 by presenting and classifying the possible causes and proposing a way
to quantify “random” and idiosyncratic performance differences. After this, we proceed
to investigate the validity and consistency of news recommender evaluations in offline and
online settings, and across time. We ask the following research question:

RQ8 How do news recommender system performances compare offline, online and across
time periods?

Finally, we complete our investigation into the evaluation of news recommender systems
by appraising the platform where our news recommender algorithms were evaluated. The
research question we asked is:

RQY9 What are the participant perspectives on the evaluation of their recommender systems
in CLEF NEWSREEL?

1.1.3. Theme III: Measuring Recommender System Personalization

In this theme, we attempt to quantify a recommender system’s personalization success from
a user perspective. Recommender systems are under continuous debate regarding their pos-
sible role in creating filter bubbles. Others argue that recommender systems are useful for
mitigating information overload, which is a fact of life with the explosion of content on the
Internet. We touch upon this topic, the different aims and ways of measuring personaliza-
tion and subsequently propose a metric for quantifying the degree of personalization success
from a user-centric perspective. We specifically ask the following research question.
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RQ10 Can we quantify the degree of over- or underpersonalization by a recommender sys-
tem from a user-centric point of view?

We answer RQ10 in Chapter 10. The motivation, need and description for quantifying
the under- or overpersonalization is provided and a demonstration of the method on real-
world datasets is presented.

1.2. Thesis Overview

The thesis is organized in three parts. The overall thesis structure can be seen in Figure 1.1.
The first part explores parts of the recommendation pipeline under the theme of Cumula-
tive Citation Recommendation, which is the task of filtering, ranking and recommending
citation-worthy and relevant items to Knowledge Base curators. The second part investi-
gates different factors and aspects of news recommendation and their evaluation, and the
third part attempts to propose an evaluation metric that can be applied to evaluate an aspect
of recommendation effectiveness in both themes.

1.3. Publications

The following are the publications upon which this thesis is based.

Chapter 3
Samur Aradjo, Gebrekirstos G. Gebremeskel, Jiyin He, Corrado Boscarino, Arjen
P. de Vries. CWI at TREC 2012, KBA track and Session Track. In Proceedings of
TREC ’12, 2013. The “KBA Track” is the author’s contribution.

Alejandro Bellogin, Gebrekirstos G. Gebremeskel, Jiyin He, Alan Said, Thaer Samar,
Arjen P. de Vries, Jimmy Lin, Jeroen B. P. Vuurens. CWI and TU Delft Notebook
TREC 2013: Contextual Suggestion, Federated Web Search, KBA, and Web Tracks.
In Proceedings of TREC’13, 2014. The “KBA” part is the author’s contribution.

Chapter 4
Gebrekirstos G. Gebremeskel, Jiyin He, Arjen P. de Vries, Jimmy Lin. Cumulative
Citation Recommendation: A Feature-Aware Comparison of Approaches. In: 25th
International Workshop on Database and Expert Systems Applications, DEXA 14,
pp. 193-197 (2014)

Chapter 5
Gebrekirstos G. Gebremeskel, Arjen P. de Vries. Entity-Centric Stream Filtering
and Ranking: Filtering and Unfilterable Documents. in European Conference on In-
formation Retrieval(Springer, 2015) pp. 303-314.

Chapter 7
Gebrekirstos G. Gebremeskel and Arjen P. de Vries. The Role of Geographic Infor-
mation in News Consumption. In Proceedings of the 24th International Conference
on World Wide Web (WWW °15 Companion). pp. 755-760.
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Chapter 8
Gebrekirstos G. Gebremeskel and Arjen P. de Vries. The Degree of Randomness
in a Live Recommender Systems Evaluation. Conference and Labs of the Evaluation
Forum (2015).

Gebrekirstos G. Gebremeskel and Arjen P. de Vries. Recommender Systems Evalu-
ations: Offline, Online, Time and A/A Test. In Working Notes of the 7th International
Conference of the CLEF Initiative, Evora, Portugal. CEUR Workshop Proceedings,
2016

Gebrekirstos G. Gebremeskel, Arjen P. de Vries. Random Performance Differences
Between Online Recommender System Algorithms. In Fuhr N. et al. (eds) Experi-
mental IR Meets Multilinguality, Multimodality, and Interaction. CLEF 2016. Lec-
ture Notes in Computer Science.

Benjamin Kille, Andreas Lommatzsch, Gebrekirstos G. Gebremeskel, Frank Hopf-
gartner, Martha A. Larson, Jonas Seiler, Davide Malagoli, Andras Serény, Torben
Brodt, Arjen P. de Vries. Overview of NewsREEL'16: Multidimensional Evaluation
of Real-Time Stream-Recommendation Algorithms. In CLEF 2016: 7th Conference
and Labs of the Evaluation Forum, June 2016: 311-331

Chapter 10
Gebrekirstos G. Gebremeskel, Arjen P. de Vries. Pull-Push: A Measure of Over-
or Under-personalization in Recommendation. International Journal of Data Science
and Analytics (2022). https://doi.org/10.1007/s41060-022-00354-9
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Background

We provide the background context and information for the research themes here. For more
(new) related work and how they relate to or affect our findings and results, please have a look
at “New Developments in CCR and Related Tasks” (Chapter 6) for the theme of Cumulative
Citation Recommendation, and “New Developments in News Recommendation” (Chapter
9) for the theme of News Recommendation.

Recommender systems came into existence with the explosion of content on the Internet
[8]. They are supposed, among other things, to address the problem of information overload
[9]. The task of a recommender system is to match users with items of their interest. More
specifically, the recommender system must select the items of interest out of a collection and
rank them for the user. Recommender systems are assumed to have value to both the cus-
tomer and the provider. To customers, they can help them find interesting (relevant) items,
save time and decision effort, discover new things or keep them engaged. To the provider,
they are assumed to increase sales, engagement and conversion, provide opportunities for
promotion and persuasion [9].

Today, recommender system are in use everywhere on the Internet, and they are inte-
gral parts of companies’ revenue and services. E-commerce sites, hotel reservation sites,
news aggregators, social media sites, search engines (for computational advertising) and
news portals use recommender systems. Recommendations can be displayed in different
ways. For example, while the recommendations in e-commerce website Amazon in Figure
2.1, in hotel reservation website Booking.com in Figure 2.2 and in the New York Times
in Figure 2.4 represent the more general form of recommendation display, which is at the
bottom following the item being viewed, the New York Times recommendations in Figure
2.3 represent an “in Text” display.

Recommender systems are implemented in different ways depending on their purpose,
availability of interaction history, and suitability for the task in question. The most common
methods are Content-based recommenders, Knowledge-based recommenders and Collab-
orative Filtering. Content-based recommender systems rely on a description of the user
profile and the items. One of the research themes we took part in, TREC KBA [5, 10], as-
sumes the use of Knowledge-based recommender systems. TREC KBA provides a set of

9
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War in Ethiopia
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March 24, 2022
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Tigray War
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Figure 2.3: In-text News recommendations in the New York Times for viewing “Ethiopian Airstrike Hits
Kindergarten as Fighting Spreads in Tigray”.

Knowledge Base entities from Wikipedia or Twitter, and a stream of documents. The task
is to filter, rank and recommend items that have citation-worthy or relevant information for
the KB entities of interest.

The most popular recommender systems use Collaborative Filtering (CF), which can
be user-based or item-based. CF uses history of users or items’ similarity to recommend
new items [11]. CF relies on (sufficient) availability of interaction history, and users and
items must be identified by a persistent name or id. This method is suitable for websites
such as Amazon where users and items can be identified, and enough interaction history is
collected. This method is, however, not suited for news recommendation where users browse
anonymously, items have a short lifespan and interaction history is limited [12]. These
factors make news recommendation different and call for a different approach. Therefore,
in this theme, we explore different approaches and investigate the challenges of evaluating
news recommender systems.

Recommender systems may have intended or unintended consequences. One controver-
sial topic that has arisen in the public debate about recommender systems is the idea of filter
bubbles. Critics accuse (personalized) recommender systems of segregating society and in-
sulating users in filter bubbles [13]. Others argue that recommenders have a useful purpose
in mitigating the problems of information overload [9]. A part of this debate can be concep-
tualized as whether recommender systems are over- or underpersonalizing. To answer this,
we propose a metric for quantifying the effect of a recommender system in this regard. In the
following sections, we describe the background information for the three themes addressed
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Figure 2.4: General News recommendations in the New York Times displayed at the bottom for viewing the news
item “Ethiopian Airstrike Hits Kindergarten as Fighting Spreads in Tigray”.

in this dissertation.

2.1. Cumulative Citation Recommendation

Knowledge Bases (KBs) have gained importance and popularity. KBs are not only useful for
providing general encyclopedic reference for humans, but also for supporting information
seeking tasks such as information retrieval, semantic search and entity linking [14]. They
are also useful for various knowledge extraction and mining tasks [4]. KBs provide or strive
to provide key information about entities, their properties, attributes and their relationships
to other entities. Large KBs, such as Wikipedia, contain millions of entities and billions
of facts about those entities [14]. As KBs are curated and maintained by a small number
of people, the huge number of entities and the facts about them pose a great challenge for
maintenance. Especially challenging is the fact that KBs are always in need of updating the
information about entities as new facts about them keep appearing.

One problem with human curation of KBs is the time lag between the appearance of
pertinent information on the Internet and its inclusion in the relevant entity profile, for ex-
ample in its Wikipedia profile. An analysis of 60,000 web pages cited by Wikipedia in the
Living_people category shows a median of 356 days time lag and a long tail [5] (see the plot
in Figure 2.5).

The challenges in updating KBs have inspired initiatives that aim to ease the updating
process. One such initiative is the Text Analysis Conference’s Knowledge Base Popula-
tion track (TAC KBP), whose aim is to promote research in discovering and extracting facts
about entities and to populate a KB entry with these facts [15, 16]. TAC KBP is essentially,
given a collection and a set of entities, the task to discover and extract relevant facts from
the collection about the entities. The official TAC KBP website lists five tracks: 1) Cold
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Figure 2.5: A figure (courtesy of TREC KBA 2012) showing an analysis for a sample of Wikipedia-cited web
pages of time lag between new relevant information appearing on the Internet and being updated on the relevant
Wikipedia page. The median is 356 days.

Start KB (build a knowledge base from scratch using a given document collection and a
pre-defined KB schema), 2) Entity Discovery and Linking (extract entity mentions from a
source collection and link them to a reference KB; and where KB entries do not exist, clus-
ter mentions for those entities), 3) Slot Filling (search a document collection to fill in values
for predefined slots (attributes) for a given entity), 4) Event (extract KB-worthy informa-
tion about events) and 5) Belief/Sentiment (detect belief and sentiment of an entity toward
another entity, relation, or event).

The TAC KBP initiative attempts to tackle several aspects of the discovery and extraction
of relevant information about KB entities from a collection of text. The ambition is to replace
human curators. A related initiative was the TREC KBA track. This track’s aim is to promote
research on filtering a time-ordered corpus for documents that warrant an update/edit of an
entity profile in a KB for a predefined list of KB entities [10]. TREC KBA’s central interest
was CCR, defined as: given a stream of documents and a predefined set of KB entities, filter,
rank and recommend citation-worthy documents. In other words, systems are required to
make a distinction between documents that have new and citation-worthy information and
those that have relevant content but do not warrant an update or editing of the KB profile.
TREC KBA, unlike TAC KBP, does not aim to replace the human curator, but instead to
present the human curator with ranked list of documents that necessitate a change in a KB
entity’s KB profile.

TREC KBA started in 2012, and continued with some changes and additions of tasks
every year. We participated in 2012 and 2013. In both 2012 and 2013, the main task was to
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filter a large time-ordered stream corpus for documents that are relevant for predefined KB
entities. The task required systems to distinguish between centrally relevant (documents that
have citation-worthy information) and relevant documents (documents that contain relevant
information, but do not warrant the update of an entity’s KB profile) [5, 10]. While the main
task remained more or less the same in 2012 and 2013, the size and type of the corpus and
the predefined list of KB entities either changed and/or were expanded.

TREC KBA participants used different approaches ranging from simple string matching
to machine learning approaches. Systems have been evaluated against assessor judgments,
using an overall F-score. TREC KBA systems, however, involve a lot of components and
such overall measures may not be sufficiently informative for participants when they want to
see where their systems strength or weaknesses lie. In our research, we attempt to zoom in on
the components of a TREC KBA pipeline with the goal to understand the interplay between
the components and their impact on the overall performance. Our research in these areas are
attempts to draw attention to the components of a multi-component system in order to gain
insights on the interplay between choices at different stages and the overall performance of
systems.

2.2. News Recommendation

The Internet has had a massive impact on news delivery and consumption. Lower barriers to
entry, possibility of reaching wider audiences, and lower cost of production and distribution
have resulted in the migration of traditional print media to online news portals and the emer-
gence of new Internet-native news portals. Consequently, the Internet has democratized the
news landscape. Today, online news consumption constitutes a major part, if not the main,
of delivering and receiving information. According to Pew Research Center!, 86% of US
adults access online news in one or another format.

In traditional print media, a few companies used to play the gate-keeping function. With
the coming of the Internet, this function of companies had to give way to other forms of gate-
keeping. Initially intended to help the user overcome the problem of information overload
and find information of their interest, news aggregators such as Google News, Yahoo News
and news portals use recommender algorithms to select and present items to the user, thus
playing the role of a new gate-keeping function. Algorithmic news recommendation has
become a fact of life. News portals and news aggregators present personalized lists in their
home pages, display recommendations either in a widget or at the bottom of a news item
page.

News recommendation has been of interest in the area of civic discourse, industry and
academia. In the area of civic discourse, a hot debate has been going on on whether recom-
mender systems are isolating users in filter bubbles, and in industry, recommender systems
have evolved to be very diverse in algorithms, the features they use, speed and complexity
[17]. In academic research, news recommendation has attracted much attention [18]. Disre-
garding interest by individual persons and universities, two academic initiatives that involve
the participation of many academic institutions show the scale of interest in news recom-
mendation. One of these is the TREC News Track [19], a NIST TREC initiative to foster
research in news recommendation. The second one is the CLEF NewsREEL initiative [6, 7],

Thttps://www.pewresearch.org/journalism/fact-sheet/news-platform-fact-sheet/, accessed on 10 October 2024
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a similar initiative that focuses on practical research into news recommendation to improve
our understanding of the factors that affect news recommendation.

Research in news recommendation has focused on recommendation algorithms, factors
that influence news consumption and/or clicks, evaluation of recommender systems, and
non-algorithmic factors in news recommendation [6, 7, 20]. Our research in news recom-
mendation was largely conducted by participating in NewsREEL Evaluation campaigns,
where algorithms were plugged in to a platform to deliver live recommendations to actual
users visiting information portals. In the NewsREEL News evaluation campaign, communi-
cation between recommendation providers and users was made possible by a platform called
the Open Recommendation Platform (ORP) [21] which delivered recommendation to users
and user interactions to the recommendation providers to build their models.

Online news recommendation poses its own unique challenges. Latency, the dynamic
nature of users and items, the short life span of items, the anonymous natures of users,
algorithmic and non-algorithmic factors play roles [7, 21]. In our study, we focused on
studying factors that impact news recommendation, offline/online evaluations, A/A testing
(running two instances of the same algorithm), the challenges of random artifacts in news
recommendation evaluation and an appraisal of the evaluation platform.

2.3. Measuring Recommender System Personalization
Recommender systems are used for different purposes and are measured by different success
criteria. Some are intended to increase engagement, others are intended to increase conver-
sion (users buying products) and yet others provide serendipitous recommendations. As a
result of this, there exist no holistic evaluation scenario [22]. In our study, we focused on
quantifying an RS’s personalization success from a user perspective. The information over-
load - filter bubble issue has been a talking point in media, academia and industry. Some
argue that recommender systems help alleviate the information overload problem that came
to exist as a result of the explosion of content on the Internet [17, 23]. Others argue that
recommender systems have ushered in a situation where users are isolated in filter bubbles
of only partly their own making [24, 25]. Implicit in these issues is an assumption that RS’s
are either over- or underpersonalizing.

In our study here, we took a user-centric perspective and attempted to provide a metric
for quantifying the degree of a RS’s under- or overpersonalization from the user perspective.
Using several datasets, we demonstrated how the metric can be used and how the results can
be interpreted. We believe the metric helps to partially concretize the debate on the impact
of RS’s personalization and to encourage further initiatives to devise metrics in this area.
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Approaches to Cumulative
Citation Recommendation

This chapter is based on our participation in the TREC Knowledge Base Acceleration Track
in 2012 and 2013. In both years, we participated in the task of Cumulative Citation Rec-
ommendation (CCR), which is defined as filtering a time-ordered stream (or corpus) for
documents that are citation-worthy to a predefined list of Knowledge Base entities. The
goal of this task is to ease the manual tasks of Knowledge Base curation and maintenance.
The “cumulative” part refers to the potential successive and incremental updating of Knowl-
edge Base (KB) entities with citation-worthy information recommended by a CCR system.
While the CCR task setup remained the same between both years, the set of entities and
documents changed in the years. In 2012, there were only Wikipedia entities, but in 2013
there were Wikipedia and Twitter entities. The size and content of the stream documents
also changed. In 2013, there was content from social media sites (eg. Twitter). In both years,
the entities were English Wikipedia Entities and the stream documents were also English.

For TREC 2012, the KB entities consisted of a set of 29 Wikipedia entities (27 people
and 2 organizations). The stream corpus consisted of 400M documents. For TREC 2013,
a set of 141 Wikipedia and Twitter entities (98 people, 19 organizations, and 24 facilities)
were chosen. In both years, a set of relevance judgments were provided for training and
testing purposes.

The relevance judgments assign a document-entity pair one of the labels of central, rel-
evant, neutral or garbage. The central and relevant labels are alternatively referred to, es-
pecially in 2013, by vital and useful, respectively. Assessors were instructed to “use the
Wikipedia article to identify (disambiguate) the entity, and then imagine forgetting all info
in the Wikipedia article and asking whether the text provides any information about the en-
tity”” [5]. A document labeled with one of the labels can be mentioning or non-mentioning.
A mention means a document explicitly mentions the target entity, such as full name, partial
name, nickname, pseudonym, title, or stage name. A document can mention an entity and
yet be labeled neutral. Similarly, a document that does not mention an entity can still be
relevant. TREC KBA defines the relevance labels as follows.
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Garbage: Not relevant, e.g. spam.

Neutral: Not relevant, i.e. no info could be deduced about the entity, e.g., entity name used
in product name, or only pertains to community of target such that no information
could be learned about entity, although you can see how an automatic algorithm might
have thought it was relevant.

Relevant: Relates indirectly, e.g., tangential with substantive implications, or topics or
events of likely impact on entity.

Central: Relates directly to target such that you would cite it in the Wikipedia article for
this entity, e.g. entity is a central figure in topics/events.

To accomplish the CCR task, we employed a string matching approach in 2012 and a
machine learning approach in 2013. Our machine learning approach in 2013 was inspired
by our well-performing rich string representations of our approach in 2012. We set out to
incorporate the string representations of 2012 with machine learning approaches that were
also shown to perform well in other participants’ works. Although performances did not
meet our expectations in 2013, we obtained important insights. Our approach targets the
central and relevant labels. One of our methods was one of the top-performing approaches
in the KBA track evaluations.

3.1. String Matching As an Approach to CCR

TREC KBA provided a collection of stream documents, a set of Wikipedia entities of interest
and a set of relevance judgments. For each pair of document and Wikipedia entity, relevance
judgments give one of the labels of central (citation-worthy), relevant, neutral or garbage.
The task is then for each document-Wikipedia Entity pair, present a ranked list of document-
Wikipedia Entity for unjudged document-Wikipedia Entity pairs.

Initial assessor results reported that 4% of the Wikipedia citations did not mention the
Wikipedia entities they are cited by. We thought there could be more documents in the
stream that do not mention the Wikipedia entities by name and yet are relevant. Capturing
relevant documents that do not mention entities by name might seem attractive. That would
also imply a need for a way of entity representation that accounts for the evolution of the
entity as documents that are non-mentioning and yet central (relevant) are found. Statistics
from the few weeks’ relevance judgments changed the way we see the task. As it can be
seen from Table 3.1, out of all non-mentioning documents, only 0.4% are relevant, 0% are
central. So we did not see, from a performance perspective, a point in concentrating our
efforts on detecting non-mentioning-yet-relevant stream documents. Instead, we decided to
focus only on mentioning and relevant or/and central labels.

3.1.1. Our approach

Out of all the mentioning documents, 23.8% are garbage, 35.3% are garbage or neutral.
Now, the challenge is not how to filter non-mentioning-yet relevant, but how to exclude
mentioning-yet-non-relevant, i.e. garbage and neutral. Another challenge is that the entities
are ambiguous in the sense that two entities can have the same or nearly the same name, and
thus the same representation. This observation informed our next choices of approaches.
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Table 3.1: Statistics from a few weeks assessor judgments on mentioning and not-mentioning documents for the
different relevance labels. Alternatively, the “central” label is also called “vital”, and the relevant “useful”.

garbage neutral relevant central total

Mention 7991 3862 13971 7806 33630
Not mentioning 15367 163 61 0 15591

We sought approaches that can, at least, solve one of the two problems. We decided to
use a resource called Google Cross Lingual Dictionary (GCLD) [26], which helps resolve
the ambiguity in representation by assigning probabilities for string- Wikipedia concept and
Wikipedia concept-string mappings.

This means to first represent the queries (which are the Wikipedia entities in our case)
using the relevant strings in GCLD resources and then to query the stream. After finding a
match of the strings for an entity in the stream, we use the probabilities to give a confidence
score. All our approaches revolve around the choices of entity representation, the scoring
function to measure confidence and scaling functions.

3.1.2. Representation

Representing the Wikipedia entities (the queries) and the stream documents in some way
is mandatory. At first, we thought we can represent the streams in terms of n-gram tokens
thereby reducing the size of the corpus, but then that would confine us to only approaches that
can consume the tokens. So we left stream documents largely unchanged except for minor
changes from preprocessing. We needed, however, to represent the Wikipedia entities in
some way. All our approaches used a different entity representation and that is the main
component. The components of our approaches are entity representation, string matching,
scoring and, to some extent, scaling functions.

In the approaches that use the GCLD, Wikipedia entities are represented by strings and
those strings are used to query the stream. If a matching string is found, the document is
labelled as relevant and/or central to a degree provided by a scoring function. We have
experimented with many variations of scoring functions, thresholds and scaling functions.

Google Cross Lingual Dictionary (GCLD) Approach
The GCLD resource associates, with probability scores, strings of natural language text with
English Wikipedia entities (also called concepts or URLs). The resource assigns empirical
probability distributions to a string being used to refer to a Wikipedia entity and vice versa
[26]. Our approach here is to represent the Wikipedia entities by the strings in the dictio-
nary and to use the representation to filter from the stream documents that are central or/and
relevant. The probabilities are used to give a confidence score for the relevance of a doc-
ument for a Wikipedia entity. The dictionary has other statistical information that can be
used in different ways to improve performance, and we have tried to experiment with some
and examined their effects. Below we will detail the dictionary, the approach we used, the
experiments we did and discuss the results and draw conclusions.

The dictionary is bidirectional in the sense that it provides a mapping from free-form nat-
ural language strings to concepts and vice versa. The strings are gathered from anchor texts
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to all Wikipedia pages and from the English Wikipedia titles. This means the strings include
anchor texts from inter-Wikipedia linking, and anchor texts to non-English Wikipedia arti-
cles. The strength of association between strings and concepts is quantified by conditional
probabilities.

Let s € S be a string and let e € E be an English Wikipedia entity, represented by a
unique URL. I(s, e) is a link between s and e where s is used as an anchor in a link to a
Wikipedia entity e. #l(s,e) is the total number of hyperlinks into a Wikipedia article e
using anchor text s. X, [(S, e) is the total number of links into Wikipedia pages that use
s as an anchor and Y, . [(s, €) is the total number of links to a Wikipedia article e. Based
on this, the dictionary defines two probabilities : P(e|s) for strings to concepts and P(s|e)
for concepts to strings as follows.

P(e|s) = _#lGs.e) (3.1)
ZeEE l(sl e) '
P(sle) = —S:€) (3.2)

Ysres l(s',e)

Equation 3.1 tells whether a string is ever used as an anchor text to a certain Wikipedia
entity, and if it does, it gives the probability. By this, it disambiguates the string by dis-
tributing the probability mass over the different Wikipedia entities according to how often
it is used as an anchor to each of them. Equation 3.2 quantifies how important as an anchor
a certain string is in comparison to other strings that also point to the same entity e. All
strings that can be used as anchors to a certain Wikipedia article are co-referents, and the
second formula measures the relative strength with which a co-referent refers to a Wikipedia
article.

An alternative way to look at the two Equations in Equation 3.1 and Equation 3.2 is to
interpret them analogous to the tf-idf concept. Analogous to the tf-idf concept, a document
is the number of links pointing to a Wikipedia article. The table in 3.2 relates the elements
of the Equations with those of the tf-idf.

One can think that the first formula is like the term frequency normalized by the number
of terms and the second formula is a modified idf, i.e. it uses the number of links into a
document instead of the number of documents in a collection, and normalizes it by the
number of all links having anchor s.

3.1.3. Discussion

We conducted many experiments by varying dictionary strings for representation, probabil-
ities for scoring, and thresholds for selecting strings. The algorithm is string matching, i.e.
once the Wikipedia entities are represented with our choice of set of strings, we query each
document of the stream to see if it has a match for the entity representations. If there is a
match, we give the document-entity pair a confidence score computed based on the proba-
bilities. When more than one element of the set of strings for an entity are matched, we take
either the average or the maximum of the probabilities of the matched strings. Our measures
were recall, precision, and F-measure against relevance cut-off. But to distinguish between
two approaches, we mainly looked at F-measure.
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Table 3.2: Analogy between TF-IDF and GCLD concepts.

tf-idf GCLD
t =term 1(s,e) - an instance of a link between anchor
s and Wikipedia entity e

tf = term-frequency  #I(s,e) - the total number of hyperlinks to a
Wikipedia article having s as anchor

d Yses L(s, e)-all links to a Wikipedia article

df; The total number of links that contain s,
#Y..cs L(s, e) that contain particular 1(s,e),
lfl(s,e)

N #Zses I(s,e) - the collection, the number
of Wikipedia entities in this case

. _ N . _ #l(se)

ldft - log af; ldfl(s,e) - Yees L(s,€)

Our first experiment was with probabilities given by P(e|s). We lowercased all the string
representations of the Wikipedia entities and the stream documents. When two strings are
lowercased to the same form, we assign the form that we keep the higher probability. We
also stripped punctuation and white spaces. We did experiments with strings that come
only from non-Wikipedia pages, and all strings to English or corresponding non-English
Wikipedia pages. We compared the results on F-measure and the later representation per-
formed better. The reason for increment in F-measure was because of an increase in recall.
And the increase in recall is due to the additional strings. Using the average of the probabil-
ities of the matching strings performed worse than the maximum. Next, we experimented by
setting different thresholds on probabilities in order to select strings that have higher proba-
bilities. We tried thresholds 0.01, 0.001, 0.0001. However, the performance did not improve
significantly. In fact, in the case of threshold 0.01, performance dropped significantly.

Our second experiment was in lowercasing and stripping punctuation. The dictionary
strings that we used are not lowercased, i.e. “Nasim” and “NASIM” are considered different
strings. The dictionary strings also contain punctuation and white spaces. We decided to
experiment without lowercasing the entity representations and the stream documents. The
performance was a big improvement over the lowercased and punctuation-stripped approach.
It is not surprising that it is so since it better captures the capitalization which are a feature
of proper nouns.

We were, however, not satisfied with the results, since the performance scores were still
poor. Moreover, the confidence scores were very small and were very susceptible to scaling
functions. P(e|s) is like a tf, it never tells us how discriminative a string is to a certain
Wikipedia entity with respect to other Wikipedia entities. P(s|e) is the right probability
to use for this purpose. P(s|e) exposes the ambiguity in a string by distributing the prob-
ability mass over the entities it can be used as anchor in a link. There are many strings
whose P(s|e) probabilities were 1, which shows that the document (d) containing the string
is highly probably relevant to the WP entity the string represents. And, indeed, experiments
using these probabilities for scoring showed better performance. The use of P(s|e) dis-
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ambiguates ambiguous entities naturally. Varying thresholds for string selection and using
averaging instead of maximum did not improve results significantly.

Our third experiment was therefore combining the two probabilities for scoring. When
more than one string is matched, we multiply both probabilities first, and keep the maximum
as a score. Our best scores on the relevant and central labels was obtained by this approach.
Our main run submissions were from this approach. We also submitted runs using the same
approach but with lowercased and punctuation-stripped. For both cases, we used two dif-
ferent simple per-entity scaling functions. First, we selected the maximum score per entity
and use that to scale the document (d) and entity results as:

s(d,e)

%1000 (3.3)
Smax(e)

Sscatea(d, €) =

In our second scaling function, we used a threshold on maximum score per entity to
discourage entities whose maximum score is less than 10. All of our runs use GCLD’s
strings and probabilities to represent the entities and search the documents for a match. They
all use P(e|s) multiplied by P(s|e) for scoring. Using this combined scoring with and
without lowercasing and stripping and the two scaling functions, we submitted the following
four runs.

geld1 uses Google GCLD'’s strings and probabilities to represent the entities and searches
the documents for a match. It does not strip nor lowercase the strings and docs. The
score is normalized by the highest score per entity and multiplied by 1000. However,
entities whose max score is < 0.01 are normalized by 0.01 to discourage them from
being equally competitive with other entities.

gcld3 uses GCLD’s strings and probabilities to represent the entities and searches the doc-
uments for a match. It does not strip nor lowercase the strings and docs. The score is
normalized by the highest score per entity and multiplied by 1000.

gcld_s1 uses GCLD’s strings and probabilities to represent the entities and searches the
documents for a match. It strips punctuation and lowercases the strings and docs.
If many strings are found to match, the highest score is chosen as the score for the
doc-entity pair. The score is then normalized by the highest score per entity and mul-
tiplied by 1000. Entities whose highest Score is < 0.01 are normalized by 0.01 to
discourage them from being equally competitive with other entities.

geld_s2 uses GCLD’s strings and probabilities to represent the entities and searches the
documents for a match. It strips punctuation and lowercases the strings and docs. If
many strings are found to match, the highest score is chosen as the score for the doc-
entity pair. The score is then normalized by the highest score per entity and multiplied
by 1000.

Run Graphs and comparisons
Figures 3.1 and 3.2 show the performance on the test set of the two best performing variations
of GCLD. Table 3.3 shows the highest score for each entity and the run that generated it.
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gcld3 performance on the test set
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Figure 3.1: Results of GCLD no stripping normalized by highest score. Training results in the left column and
testing results in the right column. Top row is central, bottom row is central+relevant.

As it can be seen in Table 3.3, the non-stripping, non-lowercasing runs perform better.
This is not surprising since stripping and lowercasing can take away some of the charac-
ters that identify personal nouns. We also observe that in many cases the performance for
central and central+relevant are the same. That is because our system does not do well at
distinguishing between them.

Comparison to Other Participating Systems

We present the comparison of our system with other participating systems. The plots in
Figure 3.3 and Figure 3.4 below are provided by TREC KBA. As can be seen from the plots
our systems (gcldl1, gcld3) are some of the top performers.

Our runs are in the CWI column, namely google_dicl (gcldl), google_dic2 (gcld2),
google_dic3 (gcld3), google_stripl (gcld_sl), and google_strip2 (gcld_s2). We did not
include google_dic2 in our analysis because it was submitted accidentally. Three of our
runs performed very well in both macro-averaged F-score and highest F-score. In macro-
averaging, scores for each entity are computed and then averaged across entities with equal
weight per entity. The highest scores are based on computing the F-score after macro-
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gcld1 performance on the test set
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Figure 3.2: Results of GCLD with no stripping and normalized by highest score except those less than 0.01.
Training results in the left column and testing results in the right column. Top row is central, bottom row is
central+relevant.

averaging the precision and recall scores across the entities. Our runs are specially very
good at targeting both the central + relevant labels. The approach is not good at distinguish-
ing between central and relevant documents, as can be seen from how it has performed in
the central bin, as compared to the central + relevant.

3.2. A Machine Learning Approach to CCR

Our participation in KBA 2013 was inspired by a desire to combine the best performing
aspects of several approaches. In TREC KBA 2012, we experimented with string-matching
for CCR [27]. We represented the Wikipedia entities with rich features from a resource
called Google Cross Lingual Dictionary (GCLD) which is a mapping (with probability dis-
tributions) from strings to Wikipedia concepts and vice versa. This approach performed
well in general, and it was very good at recall in particular. We noted also high-performing
approaches from other TREC 2012 participants included an approach that used entity and
related entity mentions [27, 28]. We used the then state-of-the-art machine learning ap-
proaches and a huge feature set for the CCR [29, 30]
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Table 3.3: The highest maxF scores for each entity and the run that produced it (Results sorted by the maxF of the
central column.)

Entities Central Relevant+central

maxF  Approach maxF Approach
Mario_Garnero 0.952 gcldl, geld3 0.952 gcldl, gcld3
Ikuhisa_Minowa 0.612 gcldl, geld3 0.612 gcldl , geld3
Satoshi_Ishii 0.604 gcldl, geld3 0.604 gcldl, gcld3
Basic_Element_(company) 0.594 geldl, geld3 0.594 gcldl, geld3
Boris_Berezovsky_(businessman)  0.544 geldl, geld3 0.544 gcldl, geld3
Roustam_Tariko 0.466 geldl, geld3 0.466 gcldl, geld3
Nassim_Nicholas_Taleb 0.463 geldl, geld3 0.463 gcldl1, geld3
William_D._Cohan 0.395 gcldl, geld3 0.395 gcldl, gcld3
Annie_Laurie_Gaylor 0.392 gcldl, geld3 0.392 gcldl, geld3
Ruth_Rendell 0.386 gcldl, geld3 0.386 gcldl, geld3
Vladimir_Potanin 0.336 geldl, geld3 0.336 gcldl, geld3
Frederick_M._Lawrence 0.333 gcldl, geld3 0.333 gcldl, gcld3
Alex_Kapranos 0.298 geldl, geld3 0.298 gcldl, geld3
James_McCartney 0.281 geldl, geld3 0.281 gcldl, geld3
Darren_Rowse 0.270 geldl, geld3 0.270 gcldl, gcld3
Bill_Coen 0.231 geldl, geld3 0.231 gcldl, geld3
Alexander_McCall_Smith 0.221 gcldl, geld3 0.221 gcldl, gcld3
Aharon_Barak 0.183 geldl, geld3 0.183 gcldl, geld3
William_H._Gates_sr 0.163 gcldl,gcld3 0.163 gcldl, gcld3
Douglas_Carswell 0.162 geldl, geld3 0.162 geldl, geld3
Charlie_Savage 0.158 geldl, geld3 0.158 gcldl, geld3
Lisa_Bloom 0.153 geldl, geld3 0.153 gcldl, geld3
William_Cohen 0.147  gcld_sl, geld_s2  0.147  gcld_sl, geld_s2
Boris_Berezovsky_(pianist) 0.143 gcldl, geld3 0.143 gcldl, gcld3
Lovebug_Starski 0.125 geldl, geld3 0.125 gcldl, geld3
Masaru_Emoto 0.104 gcld_s1,gcld_s2 0.104  gcld_sl, gcld_s2
Rodrigo_Pimentel 0.047 geldl,gcld3 0.047 gcldl, geld3
Basic_Element_(music_group) 0.038 gcldl, geld3 0.038 gcldl, gcld3
Jim_Steyer 0.0 all 0.0 all

There were some differences between the TREC KBA’s CCR tasks in 2012 and 2013.
In both years, the main task was to filter a large time-ordered stream corpus for documents
that are relevant for predefined KB entities. While the main task remained more or less the
same in both years, the size and type of the corpus and the predefined list of KB entities
either changed and/or were expanded.

3.2.1. Evaluation

We use the official TREC KBA evaluation metrics [5]. Peak F-scores averaged across the
entities are used to compare system performances. Also, we use scaled utility (SU), the
secondary TREC KBA official metric. SU measures the ability of a system to reject non-
relevant documents and accept relevant documents.

3.2.2. Method

We combine all the best parts in the above-mentiomed approaches in an attempt to benefit
from the strengths of each. We gathered features from the different approaches and added
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Figure 3.3: Ranked by team’s run with highest average F-score (averaged across the 29 target entities).

some new ones making a huge initial feature set. We reduced the feature set using different
methods until we had a small powerful subset which we ranked according to information
gain. We applied the approach to the 2012 task and our performance was encouraging (both
F-measure and SU being above 4.0). Encouraged by our performance on 2012 task, we
applied the approach to the 2013 CCR task.

Features

We took 68 features (5 document, 1 entity, 24 document-entity and 38 temporal) from Balog
et al. [29, 30]. Document and entity features are computed from processing the documents
and entities, respectively. Document-entity features are computed by aggregating scores of
strings for which a match has been found in a document. For example, if we consider the
Personalized PageRank (PPR) feature, for each entity, there are 100 related entities each
with its PPR score. When processing a document entity pair, if a document matches strings
from the entity’s pre-constructed PPR, we add up the scores and the sum becomes the PPR
score for that document-entity pair. We take the 68 features as provided by the authors!
[29, 30] and add others from [27, 28], described below and some of them modified to suit
our approach.

Google’s Cross Lingual Dictionary (GCLD)

This is a mapping of strings to Wikipedia concepts and vice versa [26]. The GCLD corpus
computes two probabilities: (1) the probability with which a string is used as anchor text to
a Wikipedia entity and (2) the probability that indicates the strength of co-reference of an
anchor with respect to other anchors to a given Wikipedia entity. We use the product of both
for each string.

Thttp://krisztianbalog.com/files/resources/oair2013-kba/runs.zip, accessed in February 2013
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Figure 3.4: Ranked by highest F-score computed from macro-averaged precision and recall.

For each entity, we computed a PPR score from a Wikipedia snapshot and we kept the top
100 most related entities along with the corresponding scores.

Surface Form (sForm)
For each Wikipedia entity, we gathered DBpedia name variants. These are redirects, labels
and names.

Context (contxL, contxR)

From [31], we collected all left and right contexts (2 sentences left and 2 sentences right)
and generated n-grams between uni-grams and quadro-grams for each left and right context.
Finally, we select the 5 most frequent n-grams for each context.

3.2.3. Training
We use a 2-step classification approach, following [29] and [30], which consists of filtering
followed by classification or learning to rank. The first step filters the stream for documents
that are potentially relevant using DBpedia name variants of the Wikipedia entities. The
second step trains a classification or a learning to rank (LTR) algorithm. In both cases,
we treat central as positive, and garbage and neutral as negative examples. However, rele-
vant is excluded from the training stage, as these may introduce confusing examples for the
classifiers.

For classification, we train the J48 (CL-J48) and the Random forest Model (CL-RF ), as
implemented in WekaZ2. This mimics the setup of [29].

2http://www.cs.waikato.ac.nz/~ml/weka/, accessed in February 2013
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Table 3.4: KBA Track 2012. Performances comparison of our approach (lower half) with baselines (upper half).

Method F-score SU

MC-RF 0.360 0.263
LTR-RF 0.390 0.369
CL-RF  0.402 0.396
LTR-RF 0.394 0411
CL-J48 0.388 0.306

3.2.4. Result and Analysis

Feature analysis
Our feature selection was done using the 2012 datasets and relevance judgments.

Starting with a smaller feature set, we experimented adding features. We observed that
the performances of the three algorithms increase with the addition of features to the initial
feature set, reaching a maxima and then decreasing. The increase and decrease are not
uniform. However, we observed that the three algorithms reach their respective maxima
within the first 13 features. We selected the best F-scores, and they are shown along with
three baselines in Table 3.4. We have included two of the highly performing methods on
2012 CCR task as baselines. From classification, the 2-step approach’s Random Forest is
used as a baseline (MC-RF). The second is LTR’s Random Forest (LTR-RF).

The scores in Table 3.4 show that our reduced feature set performs better than the base-
lines on both performance measures. The most informative features, as measured by infor-
mation gain and contribution to performance, are: name variants (GCLD), similarity features
(cos, jac, kl), related entities (PPR), context, position of entity mention in the document, and
length of body text. These features can serve as baseline features for the CCR task.

Results on TREC KBA 2013’s CCR
Encouraged by the results on TREC KBA 2012’s CCR task, we applied our reduced feature
set and the two classification algorithms (J48 and Random Forest) to the 2013 CCR task. We
used three sets of features, ranked on the basis of information gain: all 26 features, features
up-to FirstPosNorm (FPN) (12 features in total) and Features up-to MentionsBody (MB) (13
features in total). We constructed three training datasets: 2012, 2013, and the union of 2012
and 2013 relevalance judgments, referred to as *1213°. We generated 3 Cl-J48 runs using
all features and the training sets, and 9 CL-RF runs using 3 feature sets and 3 training sets.

Some of the entities are grouped, and results are provided per group. Results for the
groups for which performance was above the median are shown in Table 3.5. System are
named by following the template algorithm_feature set_training dataset_year. For example
CL-RF_all_13_13 represents a system using Random Forest with all features, trained on
2013 training dataset with relevance judgments and applied on 2013 CCR task.

Table 3.5 shows our best performance according to micro average F-score and SU. The
scores are obtained from the classification confidence scores. We map the scores of irrele-
vant document-entity pairs to (0, 500] and the scores of relevant to (500, 1000]. For vital
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Table 3.5: KBA Track. Our system performances on vital (upper half) and vital+useful (lower half).

System_id F SuU Group

CL-RF _all_13_13 0.575 0.571 turing
CL-RF _MB_13_13 0.388 0.404 fargo
CL-RF _all_1213_13 0.353 0.370 hep
CL-RF _FPN_1213_13 0.338 0.333 ocala
CL-RF _FPN_12_13 0.298 0.395 bronfman
CL-RF _MB_13_13 0.290 0.333 wikipedia
CL-RF _FPN_13_13 0.279 0.422 danville
CL-RF _MB_13_13 0.247 0.333 all-entities
CL-RF _MB_13_13 0.241 0.341 hoboken
CL-J48_13_13 0.232 0.333 screenwriters
CL-RF _all_13_13 0.649 0.647 wikipedia
CL-RF _MB_1213_13 0.603 0.602 all-entities

classification, the highest score is on the Turing group. On all entities, the micro-average-F
is 0.247, and on Wikipedia entities, it is 0.290. On vital+useful, we did well, achieving a
performance of 0.603 on all entities and 0.649 on Wikipedia only.

Our approach was very weak in Twitter entities achieving an F-measure of 0.0. The low
performance on Twitter entities is expected since almost all the strong features we used did
not apply to Twitter entities. For example, all the similarity (cos, kI, jac), GCLd, PPR, sform
and context features were assigned 0 score. We also performed very poorly on the entities
groups of startups, french, mining and comedians.

From algorithms, CL-RF performs better in almost all cases. Regarding training dataset,
we see that 2013 relevance judgments help train a better model. In many cases, training on
2012 data achieved 0.0 or very low performance. This is probably due to the fact that the
CCR task has been changed from its 2012 definition.

Our performance on 2012 CCR task did not translate well to the 2013 CCR task. We
suspect that this has to do with the change of the CCR task. However, we have achieved
good results for some groups.

3.2.5. Conclusion

We have experimented with string-matching approaches in TREC KBA 2012’s CCR task
and with machine learning approaches in TREC KBA 2013’s CCR task. In the 2012 string-
matching approaches, entities are represented by strings obtained from a rich resource called
Google Cross Lingual Dictionary (GCLD). In the 2013 TREC KBA, we attempted to com-
bine the best features and approaches from TREC KBA 2012.

Under the GCLD, we have tried different entity representations, different scoring func-
tions, and different scaling functions. We have targeted the central+relevant category be-
cause the nature of the strings is not in a position to differentiate between central and rele-
vant. The best score was obtained with no stripping and full per-entity normalization.




32 3. Approaches to Cumulative Citation Recommendation

Our experiments and approaches show that there are two factors that affect string-matching
approached to CCR: entity representation and scoring. A very important point about entity
representation is that the entity representations should be used as they are i.e. without lower-
casing and stripping off punctuation. The GCLD is noisy, but it also includes many DBpedia
labels. The importance of scoring is shown by the results for different scoring functions.

While the GCLD probabilities show how likely a string can be used as an anchor in a
link to a Wikipedia entity, they never show how important the anchor text is for a document.
The only relationship between the strings in the dictionary and the strings in the document
is through string matching. This means a word may have a high probability of being used in
a link to a Wikipedia entity, but if the word is not important for the document, the match be-
comes useless. We believe incorporating some third function that measures the importance
of a term for a document can improve the performance. Another challenge is the presence
of noise in the GCLD strings (such as “here”).

Our machine learning approach in TREC KBA 2012’s CCR was different for different
entities. On vital+useful, we did well on average on all entities and better on Wikipedia
entities. It was very weak in Twitter entities and entities groups of startups, french, mining
and comedians, groups that had not much information about them on the Internet. The low
performance on Twitter entities and some entity groups is expected.

From machine learning algorithms, CL-RF performs better in almost all cases. Regard-
ing training dataset, we see that 2013 relevance judgments help train a better model. In
many cases, training on 2012 dataset and running it on 2013 dataset achieved very low per-
formance. This is probably due to the fact that the CCR task has been changed from its 2012
definition.

Our performance on 2012 CCR task did not translate well to the 2013 CCR task. We
suspect that this has to do with the change of the CCR task. However, we have achieved
relatively above average results for entities and entity groups for which there was abundant
information on the Internet, especially on Wikipedia.



Cumulative Citation
Recommendation: A
Feature-Aware Comparison of
Approaches

The work here is an extension of the machine learning approaches for the CCR task dis-
cussed in Section 3.2 of Chapter 3. In this chapter, we conduct a feature-aware comparison
of approaches to the CCR, a task that aims to filter and rank a stream of documents accord-
ing to their relevance to entities in a knowledge base. We conducted experiments starting
with a big feature set, identified a powerful subset and applied it to comparing classification
and learning-to-rank algorithms. With a few powerful features, we achieve better perfor-
mance than the state-of-the-art. Surprisingly, our findings challenge the previously known
preference of learning-to-rank over classification: in our study, the CCR performance of the
classification approach outperforms that using learning-to-rank. This indicates that compar-
ing two approaches is problematic due to the interplay between the approaches themselves
and the feature sets one chooses to use.

4.1. Introduction

Knowledge Bases such as Wikipedia have gained popularity and can be considered an im-
portant knowledge resource in our daily lives. KB curators need to constantly watch for new
information and populate and maintain KBs so that they stay up-to-date, useful and accu-
rate. However, the number of entities in a KB on one hand, and the huge amount of new
information content on the Web on the other hand makes population and maintenance a chal-
lenging task. To address this, the Text REtrieval Conferences (TREC) introduced the KBA
track in 2012!. TREC KBA seeks to partially automate KB population and maintenance by

Thttp://trec-kba.org/, accessed in July 2015
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recommending relevant documents to KB curators. TREC KBA’s main task, CCR, aims
at filtering a stream to identify those documents that are citation-worthy to KB entities of
interest.

A number of studies [27-30] experimented with various types of features and approaches.
These studies, while experimenting with a number of features, never examined the power of
individual features. Feeding many features into a classifier may, however, make the model
unnecessarily complex, increase the chance of overfitting and amplify the curse of dimen-
sionality. Different approaches are, in the absence of common features, compared with each
other to determine which one performs better. It is difficult to judge whether the observed
performance difference is due to the approaches themselves or the (different) sets of features
used.

In this chapter, we study the contributions to performance of individual features with the
goal of selecting a few powerful ones. Keeping the set of fixed selected features, we compare
the best performing approaches used in the literature. The contributions of the study are:
(1) a fair comparison of feature effectiveness from several previous studies, (2) identifying
a powerful subset of features leading to an effectiveness beyond that of the state-of-the-art
CCR systems, and (3) demonstrating that with the reduced but more effective set of features,
previous findings that certain approaches outperform others do not hold, suggesting that we
cannot compare approaches independently of the features used.

The rest of the chapter is organized as follows: in sections 4.2, 4.3 and 4.4, we discuss
data and problem description, related work, and methods used. In section 4.5, we discuss
our experiments, followed by results and analysis in 4.6. Finally, in Section 4.7, we state our
conclusions.

4.2. Data and Task description

4.2.1. Data

We use the TREC KBA-CCR-2012 dataset? [5]. It consists of 29 Wikipedia entities and a
time-stamped stream of documents containing news, social media content, and content from
bitly.com URLs.

TREC KBA provided relevance judgments for training and testing. Documents with
citation-worthy content to a given entity are annotated as central, and those with tangentially
relevant content are annotated as relevant. Documents with no relevant content and spam
are labeled neutral and garbage.

4.2.2. Task

Given a stream of documents of news items, blogs and social media on one hand and
Wikipedia entities on the other, we conduct a feature study to identify a small set of ef-
fective features that are then used to compare different approaches employed in CCR.

4.3. Related Work

Three different categories of approaches to solving the task of CCR have been proposed
in previous work, categorized as string-matching, classification and learning to rank (LTR).

2http://trec-kba.org/kba-ccr-2012.shtml, accessed in July 2015
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With string-matching, entities are represented by a small set of key strings that capture entity
occurrences, and documents that match the strings are retrieved as relevant [27, 28]. The
best performing method uses an entity’s name mention and mentions of related entities [28]
as features. The method ranks documents by using a function that assigns a base score to a
document that mentions the entity by name. Mentions of related entities increase the base
score.

The best performing method from the second category compares two multi-step meth-
ods. Aninitial step filters the stream for potentially relevant documents. The 3-step approach
uses a classifier to separate garbage and neutral from relevant and central, and a second
classifier to separate relevant from central. The 2-step approach directly trains a classifier
to separate garbage and neutral from central. Relevant annotations are excluded from the
training stage in order not to introduce confusing examples. The 2-step approach achieves
a better performance than that of the 3-step approach.

Related to [29], the authors of [30] have proposed to use LTR instead of classification.
The classification and learning-to-rank approaches of [29, 30] shared the same set of 68 dis-
tinct features. The authors conclude from their experiments that LTR approaches outperform
classification approaches.

Our study is an independent reproduction of previously published findings, along with
improvements. Specifically, we use the 2-step approach of [29, 30], reconsider the features
proposed in [27-30], and demonstrate empirically that a small subset is sufficient and leads
to improved results. We demonstrated that with the reduced but more effective set of fea-
tures, a classification-based approach outperforms a learning-to-rank-based approach. This
finding deviates from results in previous study [30].

4.4. Method

We take the 68 features as provided as accompanying data for [29, 30]3 and add 5 others
(adapted from [27, 28]), making a total of 73 initial features. The features consist of 5 docu-
ment, 1 entity, 24 document-entity, 38 temporal, and 5 adapted or new features. Document
and entity features are computed from processing the documents and entities respectively.
Document-entity features are computed by aggregating scores over strings for which a match
has been found in a document. For example, if we consider the Personalized PageRank
(PPR) feature, for each entity, there are 100 related entities each with their own PPR score.
When processing a document entity pair, if a document matches strings from the entity’s pre-
constructed related entities, we aggregate the scores and the sum becomes the PPR score for
that document-entity pair. Temporal features are meant to capture when important events
related to the entities happen by measuring spikes in their respective Wikipedia views and
the streaming documents.

The 2-step approach that we use consists of filtering followed by classification (as in
[29]) or learning-to-rank(as in [30]). The first step filters the stream for documents that are
potentially relevant using DBpedia name variants of the Wikipedia entities. The second step
trains a classification or a learning to rank (LTR) algorithm. In both cases, we treat central
as positive, and garbage and neutral as negative examples. However, relevant is excluded
from the training stage not to introduce confusing examples.

3http://krisztianbalog.com/files/resources/oair2013-kba/runs.zip., accessed in February 2014
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For classification, we use CL-J48 and CL-RF, as implemented in WEKA#. For LTR, we
use the Random Forest (LTR-RF) approach as implemented in RankLib.> Thus, we take the
same settings as described in [30] and [29].

4.5. Experiments

4.5.1. Feature reduction

We followed two steps to select a small set of effective features: preliminary elimination
and subsequent forward selection. Preliminary elimination was done in two ways. First,
we ran an experiment with and without temporal features and observed that the collective
contribution of temporal features to performance was negligible. Next, from document-
entity features, we excluded all features that are based on partial matching such as features
that use the matching of a person’s last name. These features are already integrated in our
new or adapted features. The preliminary elimination step helps reduce the large feature
set to a smaller manageable set for the subsequent forward selection method. After prelim-
inary elimination, there remain 26 features (15 document-entity, 6 document, and 5 new
or adapted) listed in 4.1. Next, we apply the forward selection method on these remaining
features: add one feature at a time and study its contribution to performance. Based on this,
we select an even fewer, but effective set of features.

4.5.2. Baseline runs

We use three baselines, one from each category (string-matching, classification and LTR)
that achieves the highest performance. For string-matching, we use [28] (LRE-KBA). For
classification, the 2-step approach is used as a baseline (MC-RF). The third baseline, rep-
resenting the state-of-the-art LTR category, which also uses a 2-step approach, but trains a
LTR algorithm instead of a classifier [30] (MC-LTR-RF).

4.6. Result and Analysis

Figure 4.1 shows the performance (F-score) of the three algorithms against feature addition.
The features are sorted from left to right, in descending order, in terms of information gain.
The plus sign on a feature indicates that we incrementally add the feature into the feature set
to the left of it.

From Figure 4.1, we see that the performance of the three algorithms increases with the
addition of features to the initial feature set, reaches a maxima and then decreases. We can
see that the three algorithms reach their respective maxima within the first 13 features. The
addition of features does not improve results (in fact, performance deteriorates). Table 4.2
lists the best F-scores as well as SU for each of the settings.

The results in Table 4.2 show that our reduced feature set performs better than the base-
lines, on both performance measures. The advantage of having a small set of powerful
features is that they are easy to implement. The most informative features, as measured by
information gain and contribution to performance, are the name variants (GCLD), similarity
features (cos, jac, kl), related entities (PPR), context, position of entity mention in the doc-

4http://www.cs.waikato.ac.nz/~ml/weka/, accessed in February 2014
Shttp://people.cs.umass.edu/~vdang/ranklib.html, accessed in February 2014
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Table 4.1: Our feature set. The context features are new in the sense they were not used for CCR before. GCLD is
as used in [27], and PPR is an adaptation from [28]. The rest of the features are as implemented in [30] and [29].

Feature Description
GCLD A mapping of strings to Wikipedia concepts and vice versa [26].
PPR For each entity, we computed a PPR score from a Wikipedia snapshot,

keeping the top 100 entities along with the corresponding scores.

Surface Form
(sForm)

For each entity, we gathered DBpedia redirects, labels and names.

Context (con-
txL, contxR)

From the WikiLink corpus [31], we collected context sentences (2 left
and 2 right) and generated n-grams between uni-grams and quadro-
grams. We select the 5 most frequent n-grams for each context.

LengthTitle Term count of document title.

LengthBody Term count of document body.

LengthAnchor  Term count of document anchor(s).

Source Document source (news, social, or linking).

English 0,1 Document’s language is English or not.

MentionsTitle =~ Number of occurrences of the target entity in the document title.

MentionsBody  Number of occurrences of the target entity in the document body.

MentionsAnchor Number of occurrences of the target entity in the document anchor(s).

FirstPos Term position of the first occurrence of the target entity in the document
body.

LastPos Term position of the last occurrence of the target entity in the document
body.

Spread Spread, i.e., distance between first and last occurrences.

SpreadNorm Spread, normalized by the document length.

FirstPosNorm  Term position of the first occurrence of the target entity in the document
body normalized by the document length.

LastPosNorm  Term position of the last occurrence of the target entity in the document
body normalized by the document length.

SpreadNorm Spread, normalized by the document length.

RelatedTitle Number of different related entities mentioned in the document title.

RelatedBody Number of different related entities mentioned in the document body.

RelatedAnchor Number of different related entities mentioned in the document an-
chor(s).

jac Jaccard similarity between the document and the entity’s Wikipedia
page.

cos Cosine similarity between the document and the entity’s Wikipedia
page.

kl KL-divergence between the document and the entity’s Wikipedia page.
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Figure 4.1: Performance (F-score) of classification and LTR algorithms against feature addition. Features are
sorted in descending order according to information gain scores.

ument, and length of body text. These features can serve as baseline features for the CCR
task.

A surprising observation is that the approach using Classification Random Forest outper-
forms that using LTR Random Forest. This contrasts with the finding reported in previous
work [30], that LTR algorithms outperform classification algorithms. Clearly, the conclu-
sion that a certain approach outperforms another given a set of features does not mean that
if the set of features is changed this conclusion still holds.

Random Forest (CL-RF) has achieved the best scores. Since CL-RF results can vary
from run to run, it becomes important to check their stability. To do so, we estimated the
95 confidence interval. For each addition of a new feature, we run CL-RF with 10 different
random seed initialization and compute the confidence interval. The plot CL-RF in Figure
4.1 is based on the mean performance for 10 different random initializations. The best result
achieved with classification Random Forest is 0.402 + 0.016 (95% confidence limits).

4.7. Conclusion

In this chapter, we have studied the CCR challenge with a focus on feature selection and
subsequent comparisons of approaches. We started with a large feature set proposed in the
literature, employed a preliminary feature elimination and a subsequent forward selection
method to study the contribution of each element of the reduced feature set to performance.
We found that with a reduced feature set, improved performance can be achieved compared
to the full feature set both in terms of classification and learning-to-rank. We believe having
a small selection of powerful features is advantageous because they (1) are easy to imple-
ment, and (2) achieve better performance. An important finding is that with the reduced
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Table 4.2: Performance comparison of our approach (lower half) with baselines (upper half). Best scores are

highlighted.
Method F-score SU
MC-RF .360 263

MC-LTR-RF .390 369
LRE-KBA 377 .329

CL-RF 402 396
LTR-RF 394 411
CL-J48 .388 .306

but more effective set of features, a classification-based approach outperforms a learning-
to-rank-based approach, contradictory to what was found in a previous study [30]. This
suggests that when comparing CCR approaches, e.g., classification vs. learning to rank,
conclusions do not only depend on the type of classifier or ranker, but also the set of fea-
tures used, and we should be careful in generalizing conclusions







Entity-Centric Stream Filtering
and Ranking

CCR is defined as: given a stream of documents on one hand and KB entities on the other,
filter, rank and recommend citation-worthy documents. The pipeline encountered in systems
that approach this problem involves four stages: filtering, classification, ranking (or scoring),
and evaluation. Filtering is only an initial step that reduces the web-scale corpus into a
working set of documents more manageable for the subsequent stages. Nevertheless, this
step has a large impact on the recall that can be attained maximally. This study analyzes
in-depth the main factors that affect recall in the filtering stage. We investigate the impact
of choices for corpus cleansing, entity profile construction, entity type, document type, and
relevance grade. Because failing on recall in this first step of the pipeline cannot be repaired
later on, we identify and characterize the citation-worthy documents that do not pass the
filtering stage by examining their contents.

5.1. Introduction

The maintenance of KBs has increasingly become quite a challenge for their curators, con-
sidering both the growth of the number of entities considered and the huge amount of online
information that appears every day. In this context, researchers have started to create in-
formation systems that support the task of CCR: given a stream of documents and a set of
entities from a KB, filter, rank and recommend those documents that curators would con-
sider “citation-worthy”.

KB curators will expect the input stream to cover all the (online) information sources that
could contain new information about the entities in the KB, varying from mainstream news
sources to forums and blogs. State-of-the-art CCR systems need to operate on web-scale
information resources. Current systems therefore divide up their overall approach in mul-
tiple stages, e.g., filtering, classification, ranking (or scoring), and evaluation. This chapter
zooms into this first stage, filtering, an initial step that reduces the web-scale input stream
into a working set of documents that is more manageable for the subsequent stages. Never-
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theless, the decisions taken in this stage of the pipeline are critical for recall, and therefore
impact the overall performance. The goal of our research is to increase our understanding
how design decisions in the filtering stage affect the citation recommendation process.

We build on the resources created in the KBA track of the Text REtrieval Conference
(TREC), introduced in 2012 with Cumulative Citation Recommendation as the main task.
As pointed out in the 2013 track’s overview paper [10] and confirmed by our analysis of
participants’ reports, the approaches of the thirteen participating teams all suffered from a
lack of recall. Could this be an effect of short-comings in the initial filtering stage?

While all TREC KBA participants applied some form of filtering to produce a smaller
working set for their subsequent experiments, the approaches taken vary widely; participants
rely on different techniques and resources to represent entities, algorithms may behave dif-
ferently for the different document types considered in the heterogeneous input stream, and
teams use different versions of the corpus. Given these many factors at play, the task of
drawing generically applicable conclusions by just comparing overall results of the evalua-
tion campaign seems infeasible. Our work therefore investigates systematically the impact
of choices made in the filtering stage on the overall system performance, varying the methods
applied for filtering while fixing the other stages of the pipeline.

The main contributions of this chapter are an in-depth analysis of the factors that af-
fect entity-based stream filtering, identifying optimal entity profiles without compromising
precision, shedding light on the roles of document types, entity types and relevance grades.
We also present a failure analysis, classifying the citation-worthy documents that are not
amenable to filtering using the techniques investigated.

The remaining part of the chapter is organized as follows. After a brief related work,
Section 5.3 describes the dataset and approach, followed by experiments in Section 5.4.
Sections 5.5 and 5.6 discuss the results and a failure analysis. Section 5.7 summarizes our
conclusions.

5.2. Related Work

Automatic systems to assist KB curators can be seen as a variation of information filtering
systems that “sift through a stream of incoming information to find documents relevant to a
set of user needs represented by profiles” [32]. In entity-centric stream filtering, user needs
correspond to the KB entities to be curated. However, since the purpose of the filtering
component in cumulative citation recommendation is to reduce the web-scale stream into a
subset as input for further processing, the decision which documents should be considered
citation-worthy is left to later stages in the pipeline.

Other related work addresses the topic of entity-linking, where the goal is to identify
entity mentions in online resources and link these to their corresponding KB profiles. Rele-
vant studies include [33, 34], and evaluation resources are developed at the Knowledge Base
Population (KBP) track of the Text Analysis Conference (TAC) [35]. Though related, entity
linking emphasizes the problem of locating an entity’s mentions in unstructured text, where
the primary goal of CCR is to identify an entity’s most relevant documents.

Our study is rooted in the research carried out in the context of TREC KBA. The problem
setup has been essentially the same for both the 2012 and 2013 KBA tracks, but the large
size of the 2013 corpus had the effect that all participants resorted to reducing the data-set
using an initial filtering stage. Approaches varied significantly in the way they construct
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entity profiles. Many participants relied on name variants taken from DBpedia, such as
labels, names, redirects, birth names, aliases, nicknames, same-as and alternative names
[36-38]. Two teams considered (Wikipedia) anchor text and the bold-faced words of the
first paragraph of the entity’s Wikipedia page [39, 40]. One participant used a Boolean and
expression built from the tokens of canonical names [41].

Due to the large variety in the methods applied in different stages of the pipeline, it is
difficult to infer which approaches are really the best. By focusing on a single component of
the pipeline and analyzing the effects of its design choices in detail, we aim at more generally
applicable results.

5.3. Approach

We use the TREC KBA 2013 dataset! to compare the effectiveness of different choices for
document and entity representation in the filtering stage. Cleansing refers to pre-processing
noisy web text into a canonical “clean” text format. In the specific case of TREC KBA, the
organizers provide two versions of the corpus: one that is already cleansed, and one that is
the raw data as originally collected by the organizers. Entity profiling refers to creating a
representation of the entity based on which the stream of documents is filtered, usually by
straightforward matching of their textual contents.

5.3.1. Dataset Description

The TREC KBA 2013 dataset consists of three main parts: a time-stamped stream corpus,
a set of KB entities to be curated, and a set of relevance judgments. The stream corpus
comes in two versions: raw and cleansed. The raw data is a dump of HTML pages. The
cleansed version is the raw data after its HTML tags have been stripped off, considering only
the documents identified as English (by the Chromium Compact Language Detector2). The
stream corpus is organized in hourly folders, each of which contains many “chunk files”.
Each chunk file contains hundreds to hundreds of thousands of semi-structured documents,
serialized as thrift objects (one thrift object corresponding to one document). Documents
are blog articles, news articles, or social media posts (including tweets). The stream corpus
has been derived from three main sources: TREC KBA 20123(blogs, news, and urls that
were shortened at bit1ly.com), arXiv# (e-prints), and spinn3r5 (blogs).

The KB entities in the dataset consist of 20 Twitter and 121 Wikipedia entities. The
entities selected by the organizers of the TREC KBA evaluation are “sparse” (on purpose):
they occur in relatively few documents and have an underdeveloped KB entry.

TREC KBA provides relevance judgments, which are given as document-entity pairs.
Documents with citation-worthy content to a given entity are annotated as vital, while doc-
uments with tangentially relevant content, lacking freshliness or with content that can be
useful only for initial KB-dossier creation are annotated as relevant. Documents with no

Ihttp://trec-kba.org/trec-kba-2013.shtml, accessed in February 2014

2https://code.google.com/p/chromium-compact-language-detector/, accessed in Febru-
ary 2014

3http://trec-kba.org/kba-stream-corpus-2012.shtml, accessedin2014, accessed in
February 2014

4http://arxiv.org/

Shttp://spinn3r.com/
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relevant content are labeled neutral, spam documents are labeled as garbage. In total,
the set of relevance judgments contains 24162 unique vital-relevant document-entity pairs
(9521 vital and 17424 relevant).6 The relevance judgments have been categorized into 8
source categories: 0.98% arXiv, 0.034% classified, 0.34% forum, 5.65% linking, 11.53%
mainstream-news, 18.40% news, 12.93% social and 50.2% weblog. We have regrouped
these source categories into three groups, “news”, “social”, and “other”, for two reasons.
First, mainstream-news and news are very similar, and can only be distinguished by the
underlying data collection process; likewise for weblog and social. Second, some sources
contain too few judged document-entity pairs to usefully distinguish between these. The
majority of vital or relevant annotations are “social” (63.13%) and “news” (30%). The re-
maining 7% are grouped as “other”.

5.3.2. Entity Profiling

The names of the entities that appear as part of the URL are referred to as “canonical names”.
Forexample, entity http://en.wikipedia.org/wiki/Benjamin Bronfman has
as its canonical name ‘“Benjamin Bronfman”. Similarly, the canonical name of the Twit-
ter entity https://twitter.com/RonFunchesFor is “RonFunchesFor”. For the
Wikipedia entities, we derive additional name variants from DBpedia: name, label, birth
name, alternative names, redirects, nickname, or alias. For the 20 Twitter entities, we copied
the display names manually from their respective Twitter pages. On average, we extract ap-
proximately four different name variants for each entity.

For each entity, we create four entity profiles: canonical (cano), canonical partial (cano-
part), all name variants combined (all) and their partial names (all-part). Throughout this
chapter, we refer to the last two profiles as name-variant and name-variant partial, using the
terms in parentheses in the Table captions.

5.3.3. Evaluation Measures

Our main measure of interest is the recall, as documents missed in this stage cannot be re-
covered during further processing. We also report the overall performance of a standard
high-performing setup for the subsequent stages of the pipeline, which we keep constant.
Here, we compute the track’s standard evaluation metric, max-F, using the scripts provided
[10]. max-F corresponds to the maximally attained F-measure over different cutoffs, aver-
aged over all entities. The default setting takes the vital rating if a document-entity pair has
both vital and relevant judgments.

5.4. Experiments and Results

5.4.1. Cleansing: Raw or Cleansed

Tables 5.1 and 5.2 show that recall (on retrieving each relevance judgment) is higher in
the raw version than in the cleansed one. Recall increases on Wikipedia entities vary from
13% to 16.4%, and on Twitter entities from 62.8% to 358%. At an aggregate level, recall
improvement ranges from 15% to 20.5%. The recall increases are substantial. To put it
into perspective, an 15% increase in recall on all entities is a retrieval of 2864 more unique

6The numbers of vital and relevant do not add up to 24162 because some documents are judged as both vital and
relevant, by different assessors.
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Table 5.1: Vital Recall for Cleansed.

cano cano-part all all-part
Wikipedia 61.8 74.8 715 77.9
Twitter 1.9 1.9 417 80.4
Aggregate  51.0 61.7 66.2 78.4

Table 5.2: Vital Recall for Raw.

cano cano-part all  all-part

Wikipedia  70.0 86.1 824 90.7
Twitter 8.7 87 679 88.2
Aggregate  59.0 722 79.8 90.2

document-entity pairs.

5.4.2. Entity Profiles

The aggregate recall increase from canonical partial to name-variant partial is 25% and from
canonical names to name variants is 35% (see Table 5.2). This means that a quarter of the
documents mentioned the entities by partial names of non-canonical name variants and more
than one-third of the documents mention the entities by non-canonical names, respectively.
Generally, recall increases as we move from canonical to canonical partial, to name-variant,
and to name-variant partial. The only exception is that using canonical partial leads to a
better recall for Wikipedia entities than using the name-variants.

5.4.3. Relevance Rating: Vital and Relevant

The primary objective of cumulative citation recommendation is to identify the citation-
worthy documents. We would like to know if there is a difference between filtering vital
and relevant documents (as measured by recall). This could be helpful to make choices that
improve the retrieval of citation-worthy documents selectively. In Table 5.3, we observe that
recall performances considering vital documents only are in general higher than those that
consider relevant documents as well. Especially for Wikipedia entities, the vital documents
tend to mention the entities by their canonical name. This observation can be explained by
the intuition that a highly relevant document will usually mention the entity multiple times,
using different forms to refer to it. Those documents are therefore likely to pass the filtering
stage.

5.4.4. Document Categories and Entity Types

The study of recall across document categories (news, social, other) helps us understand
how types of documents behave with respect to filtering. Our documents are divided mainly
between social and news. Table 5.3 shows that for Wikipedia entities recall for news docu-
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Table 5.3: Breakdown of recall performances by document source category. Vit is for Vital, Rel is for Relevant,
cano-p is for cano part, and all-p for all part.

Aggregate Wikipedia Twitter
other news social other news social other news social

cano 822 656 709 90.9  80.1 76.8 8.1 6.3 30.5
cano-p 904 80.6  83.1 100.0 987 909 8.1 6.3 30.5

Vit all 948 854 831 964 959 852 811 422 68.8
all-p 100 992 959 1000 992  96.0 100 99.3 94.9

cano 842 534 556 884 756 632 10.6 22 6.0

Re] SanO-P 947 685 678 99.6 973 773 10.6 2.2 6.0
all 95.8  90.1 72.9 97.6 951  73.1 652 784 72.0

all-p 98.8 955 837 99.7 98.0 84.1 833 897 81.0

cano 81.1 565 582 87.7 764  65.7 9.8 3.6 135

Al Sano-p 920 720 70.6 99.6  97.7  80.1 9.8 3.6 135

all 94.8 87.1 75.2 96.8 953 758 735 654 71.1
all-p 99.2  96.8 86.6 99.8 984 868 924 927 84.9

ments is higher than for social. In Twitter entities, however, the recall for social documents
is higher than for news, except in name-variant partial. Regarding the two types of entities
(Wikipedia and Twitter), we see that Wikipedia entities achieve higher recall than Twitter
entities (see Tables 5.1, 5.2 and 5.3).

5.4.5. Impact on Classification

We now will conduct experiments to see how the different choices we made at the filtering
stage impact the subsequent steps of the pipeline. Based on the findings of previous work
[29, 30, 42], we use a standard pipeline, where the documents passing the filtering stage are
classified into their relevance grades. We take the then state-of-the-art WEKA’s” Classifica-
tion Random Forest and the set of features used in [42], and the resulting classifier is known
to be effective for the CCR problem. We follow the official TREC KBA training and testing
setting, that is, we train on the number of documents that our filtering system retrieves from
the training data and test on those documents retrieved from the test set. For example, when
we use cleansed data and canonical profile, we train on training relevance judgments that we
retrieve from the cleansed corpus, using the canonical profile, and test on the correspond-
ing test relevance judgments that we retrieve from the cleansed corpus. The same applies
to other combinations of choices. In here, we present results showing how the cleansing,
entity type, document category, and entity profile impact classification performance.

Tables 5.4 and 5.5 show the max-F performance for vital relevance ranking. On Wikipedia

entities, except for canonical entity profiles, the max-F performance using the cleansed ver-
sion of the corpus is better than that using the raw one. On Twitter entities however, the
performance obtained using the raw corpus is better on all entity profiles, except for name-
variant partial. This result is interesting, because we saw in previous sections that recall

Thttp://www.cs.waikato.ac.nz/~ml/weka/, accessed in July 2015
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Table 5.4: Cleansed: vital max-F.

cano  cano-part all all-part
All-entities 0.241  0.261 0.259 0.265
Wikipedia  0.252 0.274 0.265 0.271
Twitter 0.105 0.105 0.218 0.228

Table 5.5: Raw: vital max-F.

cano cano-part all  all-part

all-entities  0.240 0.272 0250  0.251
Wikipedia 0.257 0.257 0.257 0.255
twitter 0.188 0.188 0.208 0.231

when using the raw corpus is substantially higher than using cleansed one. This gain in
recall for the raw corpus does however not translate into a gain in max-F for recommend-
ing vital documents. In fact, in most cases overall CCR performance decreased. Canonical
partial for Wikipedia entities and name-variant partial for Twitter entities achieve the best
results. Considering the vital-relevant category (Tables 5.6 and 5.7), the results are differ-
ent. The raw corpus achieves better results in all cases (except in the canonical partial of
Wikipedia). Summarizing, we find that using the raw corpus has more effect on relevant
documents and Twitter entities.

5.5. Analysis and Discussion

There are 3 interesting observations. 1) cleansing impacts relevant documents and Twitter
entities negatively. This is validated by the observation that recall gains in Twitter entities
and the relevant categories in the raw corpus also translate into overall performance gains.
Cleansing removes more relevant documents than it does vital, which can be explained by the
fact that it removes related links and adverts that may contain a mention of the entities. One
example we saw was that cleansing removed an image with the text of an entity name that was
actually relevant. Cleansing also removes more social documents than news, as can be seen
by the fact that most of the missing documents from cleansed are social documents. Twitter
entities are affected because of their relation to relevant documents and social documents.
Examination of the relevance judgments shows that about 70% of relevance judgments for
Twitter entities are relevant.

2) Taking both performance (recall at filtering and overall F-score) into account, the
trade-off between using a richer entity-profile and retrieval of irrelevant documents results
in Wikipedia’s canonical partial and Twitter’s name variant partial as the two best profiles
for Wikipedia and Twitter respectively. This is interesting because TREC KBA participants
did not consider Wikipedia’s canonical partial as a viable entity profile. Experiments with
richer profiles for Wikipedia entities increase recall, but not overall performance.
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Table 5.6: Cleansed: vital-relevant max-F.

cano  cano-part all all-part
all-entities  0.497 0.560 0.579  0.607
Wikipedia 0.546 0.618 0.599 0.617
twitter 0.142 0.142 0.458 0.542

Table 5.7: Raw: vital-relevant max-F.

cano cano-part all  all-part

all-entities  0.509 0.594 0.590 0.612
Wikipedia 0.550 0.617 0.605 0.618
twitter  0.210 0.210 0.499 0.580

3) The analysis of entity profiles, relevance ratings, and document categories reveals
three differences between Wikipedia and Twitter entities. a) Wikipedia entities achieve
higher recall and higher overall performance. b) The best profiles for Wikipedia entities
are canonical partial and for Twitter entities name-variant partial. c. The fact that Twitter
canonical names achieve very low recall means that documents (especially news and others)
rarely use Twitter usernames to refer to Twitter entities. However, comparatively speaking,
social documents refer to Twitter entities by their usernames rather than news and others
suggesting a difference in adherence to standards in names and naming.

The high recall and subsequent higher overall performance of Wikipedia entities can be
due to two reasons. First, Wikipedia entities are relatively better described than Twitter en-
tities. The fact that we can retrieve different name variants from DBpedia is an indication
of rich description. On the contrary, the fact that Twitter’s richest profile achieves both the
highest recall and the highest max-F scores indicates that there is still room for enriching
the Twitter entity profiles. Rich description plays a role in both filtering and computation of
features such as similarity measures in later stages of the pipeline. By contrast, we have only
two names for Twitter entities: their usernames and their display names. Second, unfortu-
nately, no standard DBpedia-like resource exists for Twitter entities, from which alternative
names can be collected.

In the experimental results, we also observed that recall scores in the vital category are
higher than in the relevant category. Based on this result, we can say that the more relevant a
document is to an entity, the higher the chance that it will be retrieved with alternative name
matching. Across document categories, we observe a pattern in recall of others, followed by
news, and then by social. Social documents are the hardest to retrieve, a consequence of the
fact that social documents (tweets and blogs) are more likely to point to a resource where the
entity is mentioned, mention the entity with short abbreviation, or talk without mentioning
the entities but with some context in mind. By contrast news documents mention the entities
they talk about using the common name variants more than social documents do. However,
the greater difference in percentage recall between the different entity profiles in the news
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Table 5.8: The number of documents missing from raw and cleansed extractions (upper part cleansed, lower part

raw).
Category Vital Relevant Total
Cleansed 1284 1079 2363
Raw 276 4951 5227
Missing only from cleansed 1065 2016 3081
Missing only from raw 57 160 217
Missing from both 219 1927 2146

category indicates news refers to a given entity with different names, rather than by one
standard name.

5.6. Failure Analysis: Vital or Relevant, but Missing

The use of name-variant partial for filtering is an exhaustive attempt to retrieve as many
relevant documents as possible, at the cost of bringing in many irrelevant documents. How-
ever, we still miss about 2363 (10%) of the vital-relevant documents. If these are not even
mentioned by their partial name variants, what type of expressions were they mentioned by?

Table 5.8 shows the documents that we miss with respect to cleansed and raw corpus.
The upper part shows the number of documents missing from cleansed and raw versions
of the corpus. The lower part of the table shows the intersections and exclusions in each
corpus.

One would naturally assume that the set of document-entity pairs retrieved from the
cleansed corpus would be a sub-set of those that are retrieved from the raw corpus. We find
that this is however not the case; we even find that we retrieve documents from the cleansed
corpus that we miss from the raw corpus. Examining the content of the documents reveals
that this can be attributed to missing text in the corresponding document representations.
Apparently, a (part of) the document content has been lost in the cleansing process, where
the removal of HTML tags and non-English content resulted in a loss of partial or entire
content. Documents missing from the raw corpus are all social ones (tweets, blogs, posts
from other social media), where the conversion to the raw data format (a binary byte array)
may have faulted. In both cases, the entity mention happens to be on the part of the text cut
out in the transformation.

The most surprising failures correspond to judged documents that do not pass the filter-
ing stage, neither from the raw nor from the cleansed version of the corpus. These may indi-
cate a fundamental shortcoming of filtering the stream using string-matching, requiring po-
tentially more advanced techniques. Our failure analysis identifies 2146 unique document-
entity pairs, the majority (86.7%) of which are social documents, 219 of these judged as
vital, and related to 35 entities (28 Wikipedia and 7 Twitter).

We observed that among the missing documents, different document identifiers can have
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the same content, and be judged multiple times for a given entity.8 Excluding duplicates,
we randomly selected 35 distinct documents, 13 news and 22 social, one for each entity.
Based on this subset of the judgments, we categorized situations under which documents can
be vital, without mentioning the entity in ways captured by the entity profiling techniques
investigated.

1.
2.

Outgoing link mentions: posts with outgoing links mentioning the entity.

Event place - event: A document that talks about an event is vital to the location
entity where it takes place. For example Maha Music Festival takes place in Lewis
and Clark_Landing, and a document talking about the festival is vital for the park.
There are also cases where an event’s address places the event in a park and due to
that the document becomes vital to the park.

. Entity - related entity: A document about an important figure such as an artist, athlete

can be vital to another. This is especially true if the two are contending for the same
title, one has snatched a title, or award from the other.

. Organization - main activity: A document that talks about an area in which the com-

pany is active is vital for the organization. For example, Atacocha is a mining company
and a news item on mining waste was annotated vital.

. Entity - group: If an entity belongs to a certain group (class), a news item about the

group can be vital for the individual members. FrankandOak is named innovative
company and a news item that talks about the group of innovative companies is rele-
vant to it.

. Artist - work: Documents that discuss the work of artists can be relevant to the artists.

Such cases include books or films being vital for the book author or the director (actor)
of the film. Robocop is a film whose screenplay is by Joshua Zetumer. A blog that
talks about the film was judged vital for Joshua Zetumer.

. Politician - constituency: A major political event in a certain constituency is vital for

its politicians. Take e.g. a weblog that talks about two north Dakota counties being
drought disasters. The news is considered vital for Joshua Boschee, a politician, who
is a member of the North Dakota democratic party.

. Head - organization: A document that talks about an entity’s organization can be vital:

Jasper_Schneider is USDA Rural Development, state director for North Dakota, and
an article about problems of primary health centers in North Dakota is judged vital
for him.

. World knowledge, missing content, and disagreement: Some judgments require world

knowledge. For example “refreshments, treats, gift shop specials, ...free and open to
the public” is judged relevant to Hjemkomst_Center. Here, the person posting this
on social media establishes the relation, not the text itself. Similarly “learn about the

8For a more detailed analysis of the effect of duplicate documents on evaluation using the KBA stream corpus, refer
to [43].
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gray wolf’s hunting and feeding ...15 for members, 20 for nonmembers” is judged
vital to Red_River_Zoo.

For a small remaining number of documents, the authors found no content or could
otherwise not reconstruct why the assessors judged them vital.

5.7. Conclusion

In this chapter, we examined the effect of the chain of interactions of cleansing, entity pro-
files, the effect of the type of entities (Wikipedia or Twitter), categories of documents (news,
social, or others) and the relevance ratings (vital or relevant) on recall and overall perfor-
mance. There is a difference between vital and relevant rankings with respect to filtering:
it is easy to achieve higher recall for vital documents only than for the group of “vital or
relevant” ones. Given the importance of vital documents (those are the ones we do not want
to miss), this is good news for the development of high performing CCR systems.

Cleansing may remove (partial) document content, thereby reducing recall up to 21%.
But, this affects the performance of retrieving the relevant documents more than that of vital
ones. Looking beyond recall, the overall performance on ranking vital documents improves
for Wikipedia entities. Considering the relevant documents, cleansing affects overall per-
formance negatively. If one is interested in vital documents, then we recommend cleansing,
but if one is interested in relevant documents too, then cleansing seems disadvantageous.
For KB curation, the emphasis is likely on vital documents, but other tasks (such as filtering
information for journalists) may require high performance on both relevance grades.

Regarding entity profiles, the most effective profiles of Wikipedia entities rely on their
canonical partial representation, while the partial name variants perform best for Twitter
entities. Because entity type and relevance grade both exhibit differences regarding filtering,
they should be dealt with differently to maximize performance. Similarly, social posts and
news should be treated differently.

Despite an exhaustive attempt to retrieve as many vital documents as possible, we ob-
serve that there are still documents that defy retrieval. About 10% of the vital or relevant
documents cannot be identified using our entity profiling techniques, establishing a 90% re-
call as an upper bound for the full pipeline. The circumstances under which this happens are
many. We found that some judged documents are not fully represented in the collection, and
in a few cases, it is simply not clear why assessors deemed those documents vital. However,
the main circumstances under which vital documents can defy filtering can be summarized
as an outgoing link mentions, venue-event, entity - related entity, organization - main area
of operation, entity - group, artist - artist’s work, party - politician, and world knowledge.
More advanced entity profiling techniques will be necessary to resolve these situations in
the future.







New Developments in CCR and
Related Tasks

6.1. Introduction

In Part II of the thesis, we have investigated string-matching and machine learning ap-
proaches to the task of CCR, which is filtering and ranking a stream of documents according
to their citation-worthiness to an KB entity (with a rich profile) in order to accelerate the
maintenance and population of knowledge bases. In this chapter, we review and discuss re-
search developments in the area with a focus on those that have impact on our experiments
and findings,

TREC KBA ran in 2012, 2013, and 2014. The main task remained the same over the
years: given a KB entity with a rich profile, filter and rank a stream of documents according
to their citation-worthiness to an entity to accelerate the maintenance and population of
knowledge bases. Over the three years, however, the query entities changed in number and
type; the datasets grew by subsuming the previous year’s dataset. New tasks (for example
slot filling) around the main task have been defined. We participated only in 2012 and 2013,
and in both years, our participation was only on the main task.

In 2014, the task remained basically the same, but the size of the dataset grew and the
slot-filling task was also redefined to make it simpler [44]. Additional metadata on the stream
documents were also introduced and more focus was given for long-tail query entities.

In all of the three years, high-scoring participants have used different approaches includ-
ing feature engineering for query entity representation and document representation, using
names of related entities, and various types of classifiers. Our approaches in 2012 and 2013
are also a combination of these approaches. Our 2012 participation focused on the string-
matching approach for the CCR task and was among the highest-performing approaches.
Our attempt to use the best features from 2012 for our machine learning approach in 2013
was not as expected. This was a reason for us to research the interplay between features and
machine learning algorithms.

Chapters 4 and 5 are extensions of our works in the first two chapters. Chapter 4, which is
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the extension of our participation in 2013, explores the interplay between feature choices and
machine learning algorithms. In the TREC KBA participation, participants’ systems were
evaluated based on overall performance. Our experiment in 2013, where we tried to combine
the best features from 2012 and the then best state-of-the-art algorithms, did not readily
translate into success. That prompted us to further investigate the interplay between feature
sets and the algorithms in the overall performance. We found that features and algorithms
have so strong interplay that comparing two algorithms that use different feature sets is
erroneous.

Chapter 5, entity-centric stream filtering, deals with the filtering stage of the CCR task.
This was also an extension of our work on TREC KBA 2012 and 2013 since it was the
filtering approaches we used in both cases that prompted us to further investigate this stage
of the CCR task. In this study, we explored the “upper bound” on recall and conducted an
error analysis to further understand the causes of documents not being filtered.

TREC KBA as a benchmarking initiative did not continue running after 2014 and was
succeeded by TREC Dynamic Domain Track, which concerns itself with dynamic, ex-
ploratory search within information domains [45]. But the interest in the entity-centric
stream filtering task continues [14, 46—49]. While there are new approaches and use of
new features to the CCR task [46], there have not been new investigations on the interplay
between features and the machine learning algorithms. To the best of our knowledge, there
are also no new studies focusing on the entity-centric stream filtering task either.

Systems approaching the TREC KBA’s CCR task involve pipelines consisting of several
different sub-tasks: filtering, entity mention detection, entity-linking, entity disambiguation
and entity-centric document ranking. New developments in one or more of these areas im-
pact the CCR task. In the following section, we briefly review developments in neural net-
work approaches and discuss their relation and implication for the CCR task and sub-tasks.

6.2. Neural Networks

Word embeddings, sub-word tokenization and deep neural network approaches have resulted
in great improvement in NLP tasks such as machine translation, language modeling, entity
disambiguation and entity linking. Word embeddings are techniques for turning words in
a corpus to vector representations of the words, which are amenable for computational ma-
nipulation. The essence of word embeddings is that words that appear in a similar context
must have similar vectors [50]. While word embeddings can be used directly to accom-
plish different tasks, they are mainly useful as inputs to deep neural network approaches.
Word embeddings themselves are usually generated by a neural network technique called
word2vec [51]. One can train their own word embeddings, but most of the time, pre-trained
word embeddings are used.

A weakness of word embeddings is not being able to efficiently handle out-of-vocabulary
(OOV) words and polysemy. To address the OOV weakness, a number of sub-word tokeniza-
tion approaches have been proposed [52, 53]. One of these sub-word tokenization techniques
is SentencePiece [53], an open source, unsupervised tokenization and detokenization ap-
proach that allows lossless conversion between the sub-word tokens and the original text.
The sub-word tokens are then converted to embeddings and usually concatenated to the word
embeddings before they are fed as inputs to a neural network approach. This sub-word tok-
enization approach helps overcome the OOV weakness because sub-parts of OOV words are
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usually parts of regular words. Sub-word tokenization such as SentencePiece replace expen-
sive and language-specific word tokenization and allow for the development of end-to-end
neural network approaches for NLP tasks.

The basic architecture of deep neural network approaches for sequence transduction has
an encoder into which input is converted, and a decoder that reads from the encoder and pro-
duces a sequence of strings. Deep neural network approaches for NLP sequence transduction
tasks have also undergone several changes and developments. First feed-forward Recurrent
Neural Network (RNN) approaches were most popular with NLP tasks. RRNs, however, fail
to capture long-distance dependencies. To address this, Long Short-Term Memory (LSTM)
neural networks were used. LSTMs store information in cell states. Atevery stage, an LSTM
takes the previous cell’s state and output, and a new input to generate a new cell’s state and
a new output. LSTMs, however, face the same problems when dealing with long-distance
dependencies in sentences.

To address the above limitations of RNNs and LSTMs, attention was proposed [54]. In
attention, each word has its own hidden state and all hidden states are passed to the decoder.
Then, the hidden states are used at each step of the RNN to decode. The use of RNNs here,
however, does not allow parallel processing, which is necessary in dealing with big corpus.
Convolutional Neural Network(CNN) can help overcome the problem of parallelization be-
cause each word can be processed independently, that is, it does not need the translation
of the previous word for it to be translated. But, CNNs do not necessarily help with long-
distance dependencies.

Here, Transformers come to the rescue [55]. A transformer has encoders and decoders.
All encoders have the same architecture. Each encoder has two layers: a self-attention
layer and a feed-forward layer. The decoder also has two layers and one more layer, called
encoder-decoder attention, between the two layers. The encoder receives word embeddings
(vectors) of the input words. Once they pass this stage, the inputs can be processed in par-
allel in the feed-forward layer. Attention and transformer enable contextual representation
of words making it possible to capture polysemy. They are very popular at the moment in
NLP research.

Attention and the transformer architecture have shown great improvements in machine
translation [52, 56], language modeling [57, 58], entity disambiguation [59], and entity link-
ing [60-62].

Transfer Learning, which was previously shown to be useful in computer vision, has been
applied to NLP. Attention and transformer have been deployed to pre-train Large Language
Models (LLMs), and those language models are applied in downstream tasks. Prominent
examples are GPT [63], ELMo [57] and BERT [58]. These language models contain contex-
tualized word representations and can be useful for a lot of downstream machine learning
tasks, where they are used either as additional features or are fine-tuned with additional
domain-specific training.

Language models are found to store different linguistic and semantic information about
words, as well as factual and commonsense knowledge. Petroni, et al. [64] examined the
state-of-the-art language models for their effectiveness in storing commonsense knowledge
in comparison to traditional knowledge bases built by manual or carefully crafted relation
extraction techniques. They report that pre-trained language models outperform traditional
knowledge bases in several tasks such as open-domain question answering. This is an in-
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teresting finding, especially given the fact that the language models are relatively easier to
build and maintain, as compared to say knowledge graphs that require extensive work and
maintenance [65].

ELMo [66] and BERT [67] have been investigated for their capability to model entities
[68]. Their contextualized word representations, from which entity representations can be
derived, have shown strong improvement over static word embeddings on several entity-
related tasks [68]. While ELMo representations are capable of performing zero-shot tasks
[68], BERT-derived entity representations need further supervised training. For example,
BERT has been fine-tuned to perform a NER task in this blog!, using an annotated GMB
(Groningen Meaning Bank) corpus for entity classification?.

Several other studies directly apply deep neural network approaches to entity-related
tasks. Some deep neural network approaches to entity-related tasks make use of two types
of contextual information: local information based on words that occur in a context window
around an entity mention, and global information, based on the whole document [59]. Ganea
et al. [59] use entity embeddings to capture entity representation and local context. Entity
embeddings are bootstrapped from word embeddings and are further trained, independently,
with contexts for each entity. Contexts are obtained from a Wikipedia page and from the
context windows on hyperlinks to the Wikipedia page. Instead of using all context words
in a window, they focus on only a few relevant context words. Attention-based learned
combination of mention prior and context-based entity score produces a final entity-mention
local context score. Document-level coherence takes the mention, the local context and the
entity embeddings and learns a deep neural network model, followed by a final CRF loopy
belief propagation inference.

Kolistas et al. [61], on the other hand, propose an end-to-end neural entity linking ap-
proach that is also designed to capture the dependency between the mentioned detection
and the entity disambiguation sub-tasks. Text spans mentioning potential candidates are
first generated. Each mention-candidate pair gets a context-aware compatibility score based
on word and entity embeddings, followed by neural attention and global voting mechanism.

They used Ganea et al.’s [59] entity embeddings and candidate selection. A score for
mention-entity pairs is computed as a dot product of embeddings. That score is combined
with a log-prior probability using a shallow feed-forward neural network. At training, all
spans are identified and mention-entity pairs that are in the gold standard are rewarded and
non-linking pairs are penalized. At inference, mention-entity pairs with a score higher than
a threshold are then selected. Finally, a global disambiguation is performed by comparing
the cosine similarity score of an entity’s embeddings and the normalized average of all other
voting entities’ embeddings.

The above approaches to entity linking deal with entities that are seen in the training set.
Logeswaran et al. [69] extend entity linking to unseen entities, as opposed to entities that are
observed during training. However, they assume labeled mention-entity pairs for training.
They construct training and evaluation datasets for training and evaluation from fandom (for-
merly Wikia)3. The datasets contain labeled mentions, which can be automatically linked
to the entity descriptions using, for example, string matching. During evaluation, they take

Ihttps://www.depends-on-the-definition.com/named-entity-recognition-with-bert/, accessed in 2022
2https://www.kaggle.com/abhinavwalia95/entity-annotated-corpus, accessed in November 2023
3https://www.fandom.com/, accessed in November 2023
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the labeled mentions only, and generate candidate entities followed by candidate ranking.
The candidates are generated using BM25 between the mention text and the entity descrip-
tions. They take top-K candidates, which are fed to the candidate ranking stage. In the
ranking, mention context and entity description embeddings (which are WordPiece [52] to-
kens) are concatenated, forming a pair that can attend to each other and which are used to
train a BERT-base model, according to which the candidate entities are ranked. To adapt
the model to unseen entities, they insert a domain adaptive pre-training, where the model is
trained on the target domain corpus.

A different approach is employed in DeepType [60], where they show a way to automat-
ically build an entity type system, from structured (Wikidata, Wikipedia) and unstructured
sources, and use the type system to train a deep neural network, which is then used to perform
entity linking. The type system is used to constrain the neural network’s output to respect
the type system. For example, it forces the system to output either person, organization or
place. This approach achieves state-of-the-art results on entity linking on standard datasets.
It also, however, needs labeled mention-entity pairs for training and evaluation.

The works reviewed above make use of labeled training and evaluation datasets. Datasets
with pairs of entities and mentions such as AIDA/CoNLL [70], AIDA CoNLL-YAGO [71],
ACE 2004 [59], and several other similar datasets are used for training and evaluation. Sev-
eral of the papers make their code and sometimes their datasets available. Attempts to repli-
cate, with minimum effort, some of the experiments, did not succeed. This is in line with
a recent study that attempted to replicate and reproduce many top deep neural network ap-
proaches to the task of top-N recommendation [72], but found only a few of them were
reproducible. We were able to partially replicate the work in this blog:https://www.depends-
on-the-definition.com/named-entity-recognition-with-bert/4. The blog reports an F1 score
of 0.785 and an accuracy score of 0.9879. Our replication of the work did not, however,
produce the same performance scores. Our replication’s performance was an F1 score of
0.420 and an accuracy score of 0.914. We reran it three times, and it showed some small
variations, most probably due to the random split in the training and evaluation sets. Our
F1 scores were, however, nowhere close to the blog’s reported F1 score. We note, however,
that other studies also report F1 performances that are similar to that of the blog’s [67].

State-of-the-art entity mention detection and entity linking tools (which accomplish both
mention detection and linking to an entity in a knowledge base) are now either based on
deep neural networks, leverage LLMs or incorporate either of them. Flair [73] which is
used as a state-of-the-art entity-mention detection tool is based on word embeddings. End-
to-end entity linker RefiNED [74] is based on transformers. REL (Radboud Entity Linker)
[75] which uses Flair for entity mention detection uses a neural network. GENRE [76] and
BLINK [77] use fine-tuned BERT architectures.

6.3. Relation to TREC KBA’s CCR Task

Some of the neural network approaches for entity mention detection, entity-linking, or entity
disambiguation presented above aim to identify entity mentions and then correctly resolve
them to the KB entities they refer to. The CCR task of TREC KBA, on the other hand, is
the task of filtering and ranking stream documents according to their relevance (citation-

4https://www.depends-on-the-definition.com/named-entity-recognition-with-bert/, accessed in November 2023
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worthiness) to a given entity. Training examples are, therefore, at the entity-document level
with entity-document pairs being labeled either “central”, “relevant”, “neutral” or “garbage”.
It is, therefore, the whole document and not a particular mention, that is being linked to a

KB entity. Mentioning spans are not identified in the training set.

Adapting the neural network approaches above to the CCR task needs some serious
changes. The first order of business would be to change the entity-document level training
set to a mention-entity level. This is, however, difficult for several reasons. One reason is
that mention detection is not very easy [78]. Even if one opts for accomplishing mention
detection using string matching or other approaches (for example using models trained ac-
cording to [61, 62, 62]) or some of the state-of-the-art entity linkers, there might be several
mentions of an entity in a document. There needs to be some way of combining the men-
tions, or determining the mention that is the reason for an entity-document pair being labeled

CLINNT3

either one of the labels of “central”, “relevant”, “neutral” or “garbage”

Another striking difference between TREC KBA’s CCR task and the entity-related tasks
above is the size of the datasets they deal with. CCR systems must deal with terabytes of
data, calling for approaches involving big data frameworks such as Hadoop. The above deep
neural network approaches are meant to work mostly with small training and test data. They
may therefore not be directly easily applicable to the CCR task that we tackled in this part
of the thesis.

The CCR task can be seen as a pipeline involving many steps. One can think of ways of
employing some of the neural network approaches to parts of the CCR pipeline. The filtering
stage, which is needed to reduce the big stream corpus to a manageable set of documents,
can be seen as a ranking problem where documents from the stream are ranked according to
their relevance to an entity from the preselected entities. A cutoff can then be used to select
the top N potentially relevant documents. A cruder approach can be to use entity mention
detection and then filter those documents that mention any of the preselected entities as
potentially relevant. Another way is to first expand the entity in the entity-document pair
to its profile (for example its Wikipedia profile) and then view the CCR task as a profile-
document transduction task.

By treating profile-document as a sequence, we can train a neural network model using
the TREC KBA training set. The profiles and documents can be represented with different
document embedding techniques [79, 80] and be used to train a deep neural network model.
This, however, has some challenges too. In a document, the relevant information for an
entity is usually found in a sentence or a passage. This is why, in the entity linking tasks,
a context window around an entity mention is used to capture the relevant context [59, 61].
The rest of the document text may be a noise when we consider the document’s relevance to
a particular entity.

Another approach might be to use the neural ranking model used in ad-hoc information
retrieval [81, 82]. The CCR task can be cast as a text ranking problem where documents are
ranked according to their relevance to the preselected entities and deep learning approaches
[81] or pre-trained transformers [82] can then be used to accomplish the task. Very relevant
to the CCR task are two works that use BERT as a neural ranking model [83, 84]. In these
two works, BERT is adapted by training it using domain-specific datasets of query-document
sequences. The assumption here is that “text retrieval requires understanding both the text
content and the search task” [83]. In [83], they use search logs to train BERT followed by
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fine-tuning on a news dataset and general webpage dataset. In [84], they use several datasets
for training, of which microblog datasets were the most effective.

The approaches in [83, 84] can be adapted to the CCR task. One approach is, following
[83], to train BERT on profile-document sequences from the TREC KBA training data.
Since BERT is more suited to sentence-sentence sequences, shorter profiles (for example,
the first paragraph of the entity’s Wikipedia profile) can be used.

During inference (ranking), document context windows that are potentially citation-
worthy or relevant information to an entity can be identified by a string-matching system
and then independently scored by the model. The top-K relevant windows can be combined
in different ways. One way is to consider only the highest-scoring window, or an average
of the top-K context windows [83, 84]. The highest context window can also be combined
with the overall document score, as is done in [84].

A more promising approach might be to use neuro-symbolic approaches (combining
neural representations, string-matching approaches and knowledge graphs) as discussed in
[85, 86].

6.4. Conclusion

To conclude, we see some opportunities to apply neural network approaches to the CCR
task. Mentions and contexts can be detected in two ways. One is using the canonical and
variant names we used in our approach. A second approach can be to use a neural mention
detection model trained according to [61, 62]. Using the detected mentions, we can identify
context windows (or sentences) in a document. We can then apply the entity embedding
and document-level coherence techniques used in [59, 61] to capture the local context of
the mentioned entity and the global coherence of the referenced entity. Alternatively, we
can employ the neural ranking model that leverages the BERT language model as is done in
[83, 84].

There is a relationship between our string-matching approach using rich entity repre-
sentations performing well and the success of sub-word tokenization methods (including
the compression algorithm Byte-Pair Encoding (BPE) [87]) and neural approaches, indi-
cating that the frequency of mention of (parts of) the query terms in a document is related
with the document being relevant to the query. Findings about LLM’s ability to memorize
factual knowledge about entities also confirm this. Recent studies have shown that the more
frequent mentions of an entity there are in input data, the better that LLMs will memorize
facts about the entity and answer factual questions about it [88, 89]. In other words, LLMs
struggle to memorize facts and therefore to answer questions about entities mentioned less
frequently in input data. All of these attest to the time-tested but underrated knowledge that
the occurrence of query terms in a text is a strong indicator of a document’s relevance to the
query [90].

The CCR task comes with a pre-selected set of entities, but opportunities to expand it to
discovering emerging entities can also be explored following the approach in [69]. Following
[60], entity type information can be automatically used to build a type system that can be
then used to force a neural network’s output to respect the type system.

The CCR task has some aspects that do not seem amenable to neural network approaches.
For example, in the distinction between citation-worthy and relevant documents lies the
concept of novelty, that is, if a document contains new (novel) information that is not in the
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entity profile, warranting the inclusion of the document in the entity profile’s citation list.
The neural network approaches do not seem suited for this aspect. Another disadvantage is
that neural network approaches are much more difficult to implement, although the release
of pre-trained models (such as BERT and GPT) has reduced this problem significantly. But
pre-trained models also suffer from temporal degradation [91], i.e. either their knowledge
becomes obsolete or they are not updated on new knowledge, although some studies have
shown that this problem can be mitigated with retrieval augmentation [92]. Other than those,
the neural network approach seems an interesting area to explore for the CCR task. They
can also be combined with the string-matching approach such that the output of the string-
matching system can be fed to a neural network model for ranking.

In our work on the impact of filtering, we showed that cleansing may reduce recall up to
21% by removing (partial) document content. Recent work on token-free neural models [93]
operating directly on raw text also seems to support this finding. Specifically, as opposed to
neural models operating on sequences of tokens corresponding to word or sub-word units,
token-free neural models are more robust to noise and perform better on tasks that are sensi-
tive to spelling and pronunciation. Both indicate that the preservation of information in the
representation of entities can increase performance.
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Factors Influencing News
Consumption and
Recommendation

This chapter looks into factors that impact news consumption and recommendation. Specif-
ically, it looks into geographical proximity and how it relates to news consumers of a certain
location and certain categories of news items. Following that, the chapter investigates rec-
ommender systems in a real-world setting. The chapter starts with a descriptive study on
the influence of geography in news consumption and then proceeds to investigate online
comparison of news recommender systems, some of which incorporate the findings from
the descriptive study into their recommendation algorithm.

7.1. The Role of Geographic Information in News Consump-
tion

We investigate the role of geographical proximity in news consumption. Using a month-long
log of user interactions with news items of ten information portals, we study the relation-
ship between users’ geographical locations and the geographical foci of information portals
and local news categories. We find that the location of news consumers correlates with the
geographical information of the information portals at two levels: the portal and the local
news category. At the portal level, traditional mainstream news portals have a more geo-
graphically focused readership than special interest portals, such as sports and technology.
At a finer level, the mainstream news portals have local news sections that have even more
geographically focused readership.

7.1.1. Introduction
Online news reading is increasingly becoming the norm, with traditional newspapers moving
to online service provision and new news portals and aggregators emerging. One problem
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with online news provision and consumption is the overwhelming number of news items
available to consumers. Itis in the interest of news providers and news consumers to mitigate
this overload. This has resulted in the emergence of news recommender systems, systems
that attempt to solve the overload by proactively recommending the news items that are
deemed interesting to the news reader. The success of a recommender system depends on
the understanding of the factors that affect news consumption. This includes understanding
both the content of the news items and the behaviors and preferences of news consumers.

These factors can be categorized into content and non-content. Content factors are mod-
eled by key-words and named entities [94], and topics [95]. Non-content factors include,
among others, the user’s current context, social media annotations and other subtle fea-
tures. Social media annotations affect both user’s news consumption and satisfaction [96].
Branded companies and friend annotations and recommendations increase both consump-
tion and satisfaction [96]. The subtle features such as readability, writing style, the type of
story, visual complexity, and use of photography also influence a user’s decision to read a
news item [97]. It has been shown that non-content factors are as competitive as content-
based factors in influencing the user’s decision to read news items [97]. However, to the
best of our knowledge, we have not seen a study on the effect of geographical proximity on
news consumption.

This study investigates the role of geographical information in news consumption. It is
a descriptive analysis work with the goal of assessing the role of geographical information
in news consumption and seeing its potential for news recommendation. Recently, item
recency has been shown to be an important factor in news recommendation [98]. Together
with geographical information, these spatio-temporal features may be attractive because they
are easy to implement and computationally efficient.

Using a dataset of user interaction with news items during a one-month period, we ana-
lyze and quantify the role of users’ and items’ geographical information in news consump-
tion. Analysis is done at two levels: the information portal level and the local news category
level. The contributions of this chapter are as follows: 1) Analysis and comparison of in-
formation portals based on geographical distribution of their news readers. 2) Investigation
of the local and non-local news categories of mainstream portals with respect to the geo-
graphical distribution of their readership and 3) Describing and quantifying the role of the
relationship between geographical information of mainstream information portals (and their
local and non-local categories) and user’s geographical location on news consumption.

7.1.2. Data

We use 53 million user-item interactions with items of 10 information portals collected by
Plistal, over a period of one month. Plista provides the Open Recommendation Platform
(ORP), a framework that brings together information portals and news recommendation
providers (referred to as participants). When a user starts reading a news item, a recom-
mendation request is sent to one of the participants while the other participants receive the
impression information. Every participant has access to all user-news item interaction in-
formation. The logs have been annotated by Plista with URLs of news items and state-level
postcodes of news consumers. From the URLs, we can detect the local news items (as
opposed to the non-local news items). The state level postcodes represent the user’s geo-

Thttps://web.archive.org/web/20160514064752/http://orp.plista.com/documentation, accessed in July 2015
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Figure 7.1: Bubble map of all users across states. Most users come from German states and Westphalia produces
the largest number of users.

graphical location and the local and non-local news categories represent geography of the
news items.

The Information Portals

Table 7.1 presents the information portals, their URLs and types. Figure 7.1 presents the
distribution of the total number of users in our analysis by states. Most users come from
Germany, and the state of Westphalia produces the highest number of news readers, consis-
tent with the fact that it is the state with the single largest population. Figure 7.2 presents
the distribution of users by portal. The automotive forum (Motor-talk), the two mainstream
news portals (KStA and Tagesspiegel) and the sport news portal (sportl) have larger read-
erships. Two of the ten portals (Tagesspiegel and KStA) are traditional mainstream news
portals providing opinion, politics and current events, and they can be national or regional.
The other portals are special interest portals focused on information technology (4), sports
news (1), automotive (1), business (1) and home and gardening (1).

Users and Items

Using cookie identifiers for user identification has a shortcoming in that, if a user does not
maintain a persistent account, s/he will be counted more than once. Items are identified by
unique numerical identifiers. Both items and users have many attributes. For our analysis,
we focus on the state-level postcodes of users and on the URLs of news items.

User Location Information: States Our analysis is focused on the 52 states of Germany,
Switzerland and Austria for two reasons. The first reason is Plista provided us with the
mapping to the real postcodes of only the three countries’ proxy postcodes that are originally
used to represent the different states. The real postcodes help us anchor and contextualize
our findings to actual geographical locations. The second reason is that the states of the
three countries are geographically close to each other, German-speaking (all the information
portals are in German language) and thus of primary interest for our study.

Item Location Information: (Non-)local News The two mainstream news portals orga-
nize their content in different sections of which city columns have our special interest, as
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Table 7.1: The information portals. The short names are the names by which we refer to the portals in plots.

Short name  Type URL

Cfo Business cfoworld.de

Cio IT News cio.de

Woche IT News computerwoche.de
Gulli IT& Games gulli.com

KStA News ksta.de

M-talk Automotive  motor-talk.de
Channel IT tecchannel.de
Sportl Sports sportl.de

Tage News tagesspiegel.de
WH Garden wohnen-und-garten.de

news items deemed geographically relevant to the particular cities are placed under them.
Tagesspiegel has the Berlin column (www.tagesspiegel.de/berlin) and KStA has the Cologne
column (www.ksta.de/koeln) as their respective local news. We take advantage of the man-
ual placement of news items (by the news editors) into the respective local news sections
as a manual geotagging process. We consider all the news items that fall under a city col-
umn as local news and all the rest as non-local. We identify two subsets for Tagespiegel:
Berlin (Berlin) which is the local news category, Tagesspiegel-minus-Berlin (Tages-Berlin)
which is all the news that are not under the local category. We do the same for KStA:
Cologne(Cologne) and KStA-minus-Cologne (KStA-Cologne). For comparison, we also
include Tagesspiegel’s sport section (Tages’ Sport).

7.1.3. Analysis and Discussion

We analyze the information portals, with a view to finding similarities and patterns in the
geographical distribution of their readership. Then we analyze the mainstream news portals
and their local news categories also for similarities and differences in geographical distribu-
tion of their readerships. In both cases, we first aggregate the readers of an information portal
or local categories by the 52 selected state-level postcodes. From the aggregated counts, we
compute geographical likelihood distributions (across the states) of the readerships of the
information portal or the local categories. Then we employ the Jensen-Shannon Distance
(JSD) metric to quantify the difference between the geographical likelihood distributions
(Equation 7.1). The uppercase letters X and Y represent vectors of likelihood distributions
and KL stands for Kullback-Leibler divergence (Equation 7.2). Note that JSD is the square
root of the Jensen—Shannon divergence, and it is a distance metric: the smaller the distance
score between two likelihood distributions, the more similar they are. Finally, we examine
and analyze how well we can correctly predict the likelihood of a user’s state given the portal
or the local news category the user visits.

xX+v) 1 X+Y)
)+ S KLY, "

JSD(X,Y) = \]%KL(X, ) (7.1)



7.1. The Role of Geographic Information in News Consumption 67

Number of Unigiue Users by Portal

2000000 —
1500000 —
1000000 —
500000 — I
o . s P ==
© — = ) ) o k) T o i~
k7 = [=)] < FEY IS T
§ 203 8§ 8 F F 8 %
a = 6 =

Figure 7.2: User frequency distribution by information portal.
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KL(X,Y) = Z xlnZt (7.2)
: Yi
Mainstream vs. Special Interest Portals

We characterize information portals by geographical distribution of their readerships mod-
eled using conditional likelihood P(user state | portal). Using JSD between the condi-
tional likelihood distributions, we can determine how geographically similar their reader-
ships are. The results are presented in Table 7.2. Firstly, the highest JSD observed between
any two portals is 0.368, that is between KStA and Tagesspiegel. Secondly, we observe that
the first and the second highest JSD scores of every special interest portal are from KStA
and from Tagesspiegel respectively (see the colored columns and rows in Table 7.2).

The first observation tells us that the mainstream news portals differ the most in geo-
graphical readership. The second observation indicates that the two mainstream news por-
tals have geographical user distributions that are very different from those of the special
interest portals. Together, these observations indicate that, even in an online world, main-
stream news portals are perceived as representing a certain geographical region and their
readerships are mainly from those regions, while special interest portals are not bound to a
geographical region of the type mainstream news portals are. The JSD scores between each
of the special interest portals are small compared to the JSD scores between special interest
portals and mainstream news portals. The distance scores between every special interest
portal and mainstream news portals vary from 0.187 to 0.330, whereas the distance scores
between each of the special interest portals vary from 0.033 to 0.140.

Figure 7.3 presents bubble maps of the user frequency counts of each state for the two
mainstream news portals, and for two examples of special interest portals, for comparison.
The bubble maps for the mainstream news portals have geographical foci. KStA’s read-
ership is mainly from its home-state (Westphalia) and Tagesspiegel’s readership is more
distributed than KStA’s. The bubble maps for the two special interest portals (Sportl and
Gulli), however, are more evenly distributed. These observations are indications that there is
an association of mainstream news portals with some geographical focus while the appeal of
interest portals seems not to be limited to the same geographical constraint. The mainstream
news portals are interesting for the following additional reasons too. First, they are two of the
three portals that receive significant clicks on recommended articles [98]. Second, they are
the portals that offer the opportunity for extracting geographical local and non-local news
categories, which we discuss later below.

Local vs. Non-local News Categories

For each local news category, users are aggregated by state-level postcodes. Then we com-
pute P(user state|locale) which is a geographical likelihood distribution (across the
states of the three countries) of the local news readership. Using the geographical likeli-
hood distributions, we compute JSD scores between the four news categories. The results
are presented in Table 7.3. The highest distance observed (0.561) is between Berlin cate-
gory (Tagesspiegel’s local news) (Berlin) and Cologne category (KStA-koeln’s local news
(Cologne)), an indication that the geographical distributions of their readerships are the
most different. The next highest distance observed (0.485) is between KStA and Berlin.
Tages-Berlin and KStA-Cologne reprsent the non-local categories of each.
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Table 7.2: Adjacency matrix of information portals based on the Jensen-Shannon distance between the
geographical distribution of their readerships. The highlights show the distances between special interest portals
and mainstream news portals.

WH M-talk Tage Woche Cio Cfo Channel KStA Sportl
Gulli 0.067 0.057 0.187 0.066 0.101 0.129 0.043 0.102
Sportl 0.099 0.080 0.192 0.091 0.105 0.131 0.119

KsiA  [EOBSOMMOBIE 0368

Channel | 0.067 0.062 0.209 0.055 0.087 0.111

Cfo 0.140 0.127 0.229 0.082  0.053
Cio 0.110 0.093 0.215 0.044

Woche 0.076  0.060 0.198

Tage 0.221  0.210

M-talk 0.033

It is interesting to examine the differences between the different categories of news items
published in the same portal. This means the distances between Tages, Berlin, Tages-
Berlin, Tages’ Sport on one hand, and KStA, Cologne and KStA-Cologne on the other.
The distance between Berlin and Tages is 0.200, whereas the distance between Tages Sport
and Tages is 0.038. Clearly, this shows how geographically different the readership of the
Berlin category of local news is from the readership of the full portal or its sports’ sec-
tion. The distance between Berlin and Tages-Berlin is 0.230, indicating further that the
Berlin category of local news has a geographically more distinct readership. It is also im-
portant to compare the difference with the distance between Cologne and KStA-Cologne
which is 0.133. The almost double distance between the local and non-local sections of
Tagesspiegel is an indication that the Berlin category of local news and Tagesspiegel-Berlin
have a large difference in geographical readership distributions. We explain this by the fact
that Tagesspiegel has a wider readership that covers a larger geographical area. We inter-
pret the smaller distance between KStA and KStA-Cologne as evidence that KStA reaches a
narrower geographical readership anyway, that is that KStA has a more regional character.

Our explanation of viewing Tagesspiegel as a national newspaper as opposed to KStA
as a regional one is supported by the bubble maps of Figures 7.4 and 7.3. In Figure 7.4, we
clearly see that the readership of the Berlin category of local news and Cologne category
of local news is more geographically localized than that of Tagesspiegel-minus-Berlin and
KStA-minus-Cologne, and that the readership of the Cologne category of local news is more
localized than that of the Berlin category of local news.

Likelihood of a User’s State Given a Portal or a News Category

Another way to look at the relationship between a user’s geographical location and a geo-
graphical information of portals and categories is to compute the likelihood of correctly pre-
dicting the user’s state given the information portal (or category) and a cutoff value of user’s
visit frequency. Specifically, we compute the likelihood P(user state | portal, cutoff)
and P(user state | locale, cutoff). For the special interest portals, since their readerships
are geographically distributed, the likelihood of predicting a user’s state correctly is very
low (less than 0.2). Therefore the likelihood of predicting a user’s state from their visits
of portals and news categories is interesting only for the mainstream news portals and their
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Figure 7.3: Bubble maps of the state-level distribution of users for the mainstream news portals (Tagesspiegel and
KStA) and two specialized portals (Sportl and Gulli). KStA has a very localized readership. Tagesspiegel and the
special interest portals show a more distributed readership.

local and non-local news categories.

For the mainstream portals, the likelihood that a visiting user is from the state of their
geographical focus is very high (as compared to the likelihood that the user is from any of
the other states). Therefore, we focus on the likelihood of the respective geographical focus
for each of the mainstream news portals and their local and non-local categories. The results
are presented in the plots of Figure 7.5. We observe that the likelihood that a user reading a
Cologne category of local news is from the state of Westphalia is as high as 0.8, as compared
to a user reading KStA which gives the likelihood of 0.40. In the case of the Berlin category
of local news, the likelihood that a user is from the state of Berlin is 0.48 and in the case of
Tagesspiegel, the likelihood that a user is from the state of Berlin is 0.22.

As we increase the cutoff of the frequency of visits of the user, we observe that the likeli-
hood of predicting a user’s state increases. The gap between the plots of the Berlin category
of local news, and the Tagesspiegel-minus-Berlin category is a measure of the strength of

Table 7.3: Adjacency matrix for the local and non-local news categories based on Jensen-Shannon distances
between the geographical distributions of their readership. Note the largest distances between K+C and T+B, and
between T+B and KStA. Note also the large difference between the distance scores of T-B and T+B (0.230), and

between K-C and K+C (0.133).

Tages KStA Berlin Cologne KStA-Cologne Tages-Berlin
Tages” Sport 0.038 0360 0.207 0.465 0.358 0.046
Berlin 0.031 0354 0.230 0.465 0.351
KStAa-Cologne | 0.366 0.003  0.483 0.133

Cologne 0.474 0.130

Berlin 0.200 -

KStA 0.368




7.1. The Role of Geographic Information in News Consumption 71

(a) T+B (b) K+C

() T-B (d) K-C

(e) T+S

Figure 7.4: Bubble maps for the state-level distribution of the readership of the news categories of the two
mainstream news portals. Note that Tagesspiegel’s Berlin local news section has very different geographical
readerships from Tagesspiegel-minus-Berlin and Tagesspiegel” sport section. Note also that Cologne and
KStA-minus-Cologne have almost the same geographical readership.
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local and non-local news categories of Tagesspiegel. for the local and non-local news categories of KStA.

Figure 7.5: Each figure presents the
P(Berlin state | locale, cutoff) and P(Westphalia | locale, cutoff) for the news categories of Tagesspiegel
(7.5a) and of KStA (7.5b) respectively. We see a wider gap between the plots of Berlin and Tagesspiegel than
between Cologne and KStA, an indication of difference in geographical readerships of Berlin and Tagesspiegel
from Cologne and KStA. We also see that the plots of KStA-minus-Cologne and KStA overlap because the
number of user-item interactions for Cologne is very small compared to KStA-minus-Cologne.

the geographical information in the local news consumption. On the categories of KStA,
however, the gap between the Cologne category and KStA-minus-Cologne is small, indicat-
ing a more or less the same readership for the local news and the portal itself. It is also worth
noting that the readership of the Cologne category is small compared to the readership of
the KStA-minus-Cologne, and has no impact on the combined plot (KStA). Our explanation
for the difference in likelihoods of predicting the respective states for Cologne category of
local news and Berlin category of local news is that, by virtue of the state of Berlin being
the capital, it attracts users from all over the country, more than Cologne does.

Discussion

We observe that geographical information plays an important role in user’s consumption of
news items of the mainstream news portals, and that it manifests itself at two levels: the por-
tal level and the local news categories level, as can be observed from tables 7.2 and 7.3. The
bubble maps of Figures 7.3 and 7.4 visually confirm these observations. Geographical in-
formation at the portal level manifests itself in the sense that users associate a strong or loose
geographical location to the portal itself. This finding may be useful in news aggregators
(such as Google News and Yahoo! News) to identify news publishers that are geographically
relevant to certain users.

The second level where geographical information manifests itself is at the local and non-
local categories. Such fine-grained geographical information is useful, for example, for tai-
loring recommendations for the local and non-local news visitors. Together with associated
geographical focus of the portal, the local and non-local categories may be used for improv-
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Figure 7.6: Each figure presents the number of users remaining versus cutoff values for the news categories of
Tagesspiegel (7.6a) and of KStA (7.6b).

ing news recommendation. We imagine that such geographical information can be useful in
big countries where there are competing national and regional news portals.

7.1.4. Conclusion

We have investigated a dataset of one month of user interactions with news items of differ-
ent information portals. We measured the distance, based on geographical distribution of
readerships, between different news portals and found out that mainstream news portals and
special interest portals show differences in the role geographical information plays in influ-
encing users. While the special interest portals seem to be less geographically localized, the
mainstream news portals, on the other hand, exhibit geographical foci. The mainstream news
portals were further analyzed by focusing on their local news categories which also showed
a more localized geographical readerships. We showed the likelihood that a user is from the
home-state (the geographical focus) of the mainstream news portal can be predicted reason-
ably well, especially when higher cutoff values of the user’s visit frequency are considered.
The relationship between the geographical location of news users, and the geographical foci
of mainstream news portals and their local news categories can be exploited for improving
news recommendation, which is our future work.

7.2. Real World News Recommendation

In the previous section, we have investigated the role of geographical information in news
consumption. In this section, we deploy algorithms in a real world setting to understand
the performances of our algorithms, to apply the geographical information in a real world
recommender system, and to understand non-algorithmic factors in real world recommender
system evaluation.
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We pursue three goals in this Section. The first goal is to compare our algorithms in
a real-life recommendation setting. We accomplish this by deploying four algorithms and
comparing their performance behaviors. The second goal is to see whether the incorporation
of geographical information into news recommendation results in an improved performance.
In the descriptive study we conducted on a Plista dataset in our pre-2015 participation [99],
we reported two findings. One is that there is a substantial difference in the geographical
distribution of the readerships of traditional news portals, and the second is that within the
same news portal, the geographical distribution of the readerships of the local news category
and the rest of the categories shows substantial difference. The third goal is to introduce a
way to measure real world non-algorithmic influences on real world algorithms by deploying
two instances of the same algorithm.

This work was done in the context of CLEF NewsREEL’s News recommendation evalu-
ation [100] in 2015. CLEF NewsREEL is a campaign-like news recommendation evaluation
initiative [101], that provides opportunities to investigate recommender system performance
from several angles. CLEF NewsREEL provides the Open Recommendation Protocol?, a
place where recommendation providers can plug their algorithms to provide recommenda-
tion for news portals in need of recommendation. CLEF NewsREEL had two tasks [20]:
Benchmarking News Recommendations in a Living Lab (Task 1) and Benchmarking News
Recommendations in a Simulated Environment (Task 2). Benchmarking News Recommen-
dations in a Living Lab (Task 1) enables the evaluation of recommender systems in a produc-
tion setting. This has the advantage of testing algorithms in a real-world setting where rec-
ommendations are bench-marked by actual users. Benchmarking News Recommendations
in a Living Lab is challenging because of the technical aspects of time constraints, respon-
siveness and scalability. Additionally, continuous change of items and user preferences add
to the challenge. Benchmarking News Recommendations in a Simulated Environment (Task
2) enables the evaluation of systems in a simulated (offline) setting using dataset collected
from the online interactions. This allows participants to evaluate their recommender systems
without the constraints of time, scalability and responsiveness. Task 2 is reproducible, and
suited for fine-tuning parameters and optimization. In 2015, we participated in Task 1.

7.2.1. Approach

We devised several simple but effective algorithms. Among our algorithms, we included
two instances of the same algorithm, with the objective to measure the differences in per-
formance that would have to be attributed to randomness - differences between distinct in-
stances of the exact same algorithm, deployed in the same online recommendation scenario,
during the exact same period of operation. A direct comparison of the results that should
be identical provides us with the opportunity to consider one instance as the baseline, and
obtain a quantitative measure of the performance difference that could only originate from
non-algorithmic factors.

7.2.2. Experiments
We experimented with five algorithms, all of them modifications of a straightforward ap-
proach to recommendation based on recency. The recency algorithm takes into account

2https://orp.plista.com/, accessed in July 2015
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recency and popularity of an item, and it has been shown to be a strong baseline in previous
online evaluations. The algorithmic variations that we experimented with are listed below.

Recency: This algorithm keeps the 100 most recently viewed items for each publisher in
consideration for being recommended to the user. The most recently read items are returned
in response to a recommendation request. We run two instances of this algorithm to get
a sense of the randomness involved in the selection of algorithms by the Plista framework
[102] and/or clicks on recommendations by users.

RecencyRandom: Instead of recommending the five or six most recently viewed items,
this approach returns a random selection from the top 100 most recently viewed items.

GeoRec: The geographical recommender takes the geographical region (states to be
specific) of users and the local category of news items into account when generating recom-
mendations. We generate two sets of recommendations, one by the recency recommender
and one by a purely geographical recommender. For the purely geographical recommender,
we take the 100 most recently viewed items and sort them according to their geographical
conditional likelihood scores generated by Equation 7.3, which is the likelihood that a user
from a given state reads news from a given category.

rua,ik = P(Ciklgua) (73)

where ¢;, is a category label corresponding to the local category of item i (local or
non-local) and g, is the state-level geographical information of the user ug, that is, the
state the user belongs to. In effect, for a given user, this recommender recommends items
either from the local category or from the non-local category. We combine geographical
recommendations with recency recommendations as follows. First, we intersect twice the
number of recommendations requested from the geographical recommender with the re-
quested number of recommendations from the recency recommender. If the resulting set is
smaller than the number of recommendations requested, we append half — 1 of the needed
(but not filled) items from the geographical recommender and another half + 1 from the
recency recommender.

GeoRecHistory: This modification of the GeoRec recommender excludes items that the
user has already visited from recommendation.

7.2.3. Results and analysis

We ran the recommendation systems in Section 7.2.2 for a period of 86 days, between April
12th and July 6th, 2015 with two exceptions; the RecencyRandom algorithm was started 12
days later, on April 24, 2015, and the geoRecHistory ran only for the first 53 days. The two
geographical recommender systems (GeoRec and GeoRecHistory) are supposed to study
the exploitation of geographical proximity for the improvement of recommender system
performance, in addition to being used for the examination of recommender systems from
multiple dimensions.

The Click-through Rate (CTR) scores are presented in Table 7.4. We see that the perfor-
mance differences are small. If we would rank the algorithms based on their performance,
however, the GeoRec recommender leads, followed by Recency, then by Recency?2, then
GeoRecHistory and finally by RecencyRandom. Figure 7.7 shows cumulative CTR as a
function of the number of days, for the same period. The cumulative captures the overall
CTR performance for all the days, as opposed to isolated daily performances.
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Table 7.4: Number of requests, number of clicks and CTR scores of five systems in 2015. Except GeoRecHistory

CTR (%)

(which ran for 53 days), the other four ran for 86 days.

Algorithm Number of requests Number of Clicks CTR (%)
Recency 90663 870 0.96
Recency?2 88063 810 0.92
RecencyRandom 73969 596 0.80
GeoRec 88543 847 0.96
GeoRecHistory 47,001 395 0.84

e°]
©
©
Q-
g
o
N
e Legend
— Recency
— Recency2
—— RecencyRandom
S GeoRec
o
| | | | |
0 20 40 60 80

Days

Figure 7.7: The cumulative CTR performances of the five algorithms as they progress on a daily basis.
GeoRecHistory is excluded as it didn’t run for the entire period. RecencyRandom started 12 days later.
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Table 7.5: Checking statistical significance daily for a period of 86 days using RecencyRandom as a baseline.
GeoRecHistory’s results are based on 53 days.

Algorithm Days of Significance Percentage (%)
recency 20 27.4
geoRec 41 56.2
geoRecHistory 24 60.0

Table 7.6: Checking statistical significance daily for a period of 86 days using Recency? as a baseline.
GeoRecHistory’s results are based on 53 days.

Algorithm Days of Significance Percentage (%)
recency 2 2.7
geoRec 25 343
geoRecHistory 1 2.5

Comparison of the Recommender Systems

From the cumulative plots (Figure 7.7), we see that the performance measurements vary
considerably. We see that the results for Recency and Recency?2 differ considerably during
a large part of the evaluation period, although, eventually, converging to a stable situation.
If one were to continuously monitor the measured performance of the two instances, one
might easily conclude (wrongly) that Recency is a better approach to recommendation than
Recency?2. Imagine for example an experimenter peeking at the experiments every day, to
make a decision as to which is the best among the competing instances. How many times
would the experimenter declare statistically significant differences between the different
instances? We examined this by using two baselines: the random recommender (Recen-
cyRandom) and Recency?2. The results when using the RecencyRandom recommender as a
baseline are given in Table 7.5. Similarly, the results for the baseline of Recency?2 are given
in Table 7.6. We see that, when RecencyRandom is used as the baseline, Recency, GeoRec
and GeoRecHistory achieve significantly different performance for a majority of the days
tested. With Recency?2 as the baseline, we see that these percentages are lower; the differ-
ence with Recency is considered significant, at significance level 0.05, according to the test
on two days.

The two instances of the same algorithm show large enough differences in performance
that there is a chance of concluding one is better than itself. This observation raises questions
regarding interpreting the results of online evaluation using A/B testing; it is not so easy to
conclude that one algorithm is better than another based on just an observed difference in
performance, even if a statistical test supports that decision. Given the dynamic nature of
user-item interactions and the resulting differences in the particular settings that the algo-
rithms operate in, we should be careful when interpreting a small but seemingly significant
performance difference. Recommendation evaluations that involve user-item interactions
must account for some level of randomness, and perhaps a more strict level of statistical
significance should be considered than the commonly used 5%.
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Impact of Geographic Information on Recommender System Improvement

The incorporation of geographical information into a recommender systems was realized
by modifying the recommender system such that users belonging to the geographical focus
of a news portal were also served recommendations about that geographical focus. In the
algorithm of GeoRecHistory, already read items were excluded from being recommended
again.

The results in Table 7.4, the cumulative CTR performances in Figure 7.7 and the sig-
nificance tests show the incorporation of geographical information resulted in some perfor-
mance improvement3. Compared to Recency, this is not a big improvement, but, as we will
see in the next chapter, the geographical recommender did not modify the Recency recom-
mendations list that much.

7.2.4. Conclusion

We set out to study the performance differences of live recommender system algorithms.
We also specifically wanted to investigate the role of geographical information in real world
news recommendation, and the effect of non-algorithmic factors in news recommendation
evaluation. The algorithms are interrelated, as they are all based on recency, and yet their
performances vary a lot. The geographical recommendation showed some performance im-
provement, the effect of randomness seems to indicate that care must be taken to take into
account some degree of randomness in recommender systems evaluation that involve users
in a live setting, perhaps a higher p-value for statistical significance tests.

3In our 2015 report [99], we reported there was no improvement, but we corrected this in our 2016 report saying
that there was a mistake in calculation
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8.1. Introduction

The purpose of most recommender system evaluations is to select algorithms for use in a
production setting. Recommender Systems are evaluated in different settings and manners.
Two common settings for evaluations are offline and online. Offline evaluations test the
effectiveness of recommender system algorithms in a controlled environment by using a
static dataset and a metric. Offline evaluations are easier and reproducible and they are
usually assumed to reflect online performances. But do offline evaluations predict online
performance behaviors and trends? Do the absolute performances of algorithms offline hold
online too? Do the relative rankings of algorithms according to offline evaluation hold online
too? How do offline evaluations compare to and contrast with online evaluations?

Real time news recommendations must meet the challenges of contextual relevance, dy-
namic item sets, dynamic user needs, and must also satisfy non-functional requirements such
as response time and scalability [7]. A common approach to online evaluation evaluates rec-
ommender systems by a method called the A/B testing, where a part of users are served by
recommender system A and the other part by recommender system B. The recommender
system that achieves a higher score according to a chosen metric is regarded as a better one,
given other factors such as latency and complexity are comparable. What is the validity of
this type of evaluation and what are the challenges in it?

Another dimension in the evaluation of recommender systems online is time. Does the
time in which the algorithms are tested have an impact in their performances or does perfor-
mances hold across time? Also when algorithms are evaluated in a platform, how fair are
the comparisons? This chapter deals with the challenges of the evaluation of News Recom-
mendation across several dimensions.

79
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The work in this chapter, like in the one in Section 7.2 of Chpater 7, is based on exper-
iments conducted during our participation in the CLEF NewsREEL initiative. It combines
our findings from 2015 and 2016. In 2015, we participated in Task 1. In 2016, we partic-
ipated in both Task 1 and Task 2, as the focus of the initiative in 2016 was on comparing
recommender system performance in online and offline settings [7].

We pursue several goals in this chapter. The first goal is to examine the causes of (ran-
dom) performance differences between online news recommender systems. In the evalua-
tion of recommender systems, the quality of recommendations made by a newly proposed
algorithm is compared to the state-of-the-art, using a given metric and dataset. Validity
of the evaluation depends on the assumption that the evaluation does not exhibit artifacts
resulting from the process of collecting the dataset. The main difference between online
and offline evaluation is that in the online setting, the user’s response to a recommendation
is only observed once. We attempt to quantify the expected degree of variation in perfor-
mance that cannot be attributed to differences between systems. We classify and discuss the
non-algorithmic causes of observed performance differences.

The second goal is to examine news recommender systems evaluations along several
dimensions, namely offline, online, time, and non-algorithmic factors suchs as randomness
and system (platform) idiosyncrasies by using an A/A test, which is running two instances
of the same algorithm at the same time.

The third and final goal is to appraise, from a participant’s (our) perspective, the CLEF
NewsREEL News Recommendation Evaluation initiative, the platform under which the re-
search in this chapter and the previous chapter are conducted. This section comes from
our contribution to a collaborative work that attempts to appraise the CLEF NewsREEL
initiative from multiple dimensions in order to draw meaningful lessons for better news rec-
ommendation evaluation.

The chapter starts with a recap of the performances of the two instances of an algorithm
that we discussed in the previous chapter. The chapter then proceeds to investigate the
causes of (random) performance differences in real-world recommender systems, followed
by examination of recommender systems from multiple dimensions (time-wise, offline, on-
line and A/A), and ends with an appraisal of the CLEF NewsREEL: News Recommendation
Evaluation Lab platform.

8.2. Performance Differences Between Online Recommender
System Algorithms

The literature on recommender systems shows that offline and online recommender system
evaluations may not concur with each other [103—105]. Recommender systems may behave
differently in offline and online evaluations, both in terms of absolute and relative perfor-
mance. This has a serious implication for recommender system research, because the point
of offline evaluation is the assumption that at least the relative performance of recommender
systems is indicative of their relative online performance and thus an important step for se-
lecting algorithms that can be deployed in a live recommendation setting.

Prior literature has pointed out a variety of explanations for the performance discrep-
ancy between online and offline evaluations [105, 106]. First, offline evaluations can only
measure accuracy in a static manner, leaving out the differences resulting from actual user
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behavior. Naturally, offline datasets provide only an incomplete and imprecise model of
the real world. The abstraction from user behavior and context by taking a snapshot of rec-
ommendations and user responses may deviate too much from reality to allow for a valid
comparison between different recommender systems.

The online evaluation of recommender systems overcomes some of these limitations,
because we can observe the actual users’ responses to recommendations originating from
a specific system. A drawback of this setup, however, is the additional “randomness” as a
result of the dynamic nature of user-item interaction, the difference in the items served for
the algorithms being compared, and the effect introduced by the system that orchestrates
the distribution of items to recommender algorithms and the presence of non-functional
factors affecting algorithms. These randomness needs to be accounted for for fairer and
correct evaluation and comparison of news recommender system. The research presented
here attempts to improve our understanding of how to accommodate for random differences,
and still make the right inferences from the evaluation data obtained in CLEF NewsREEL. To
identify factors that may explain observed performance differences in online recommender
system evaluation, we conduct an investigation of the results of the algorithms, two of which
are distinct instances of exactly same algorithm, that we ran in Section 7.2. We use the
experimental results obtained to quantify the effect of randomness in online evaluation on
the measured performance.

As we presented in Section 7.2 of Chapter 7, we included two instances of the same
algorithm, with the objective to measure the differences in performance that would have
to be attributed to randomness — differences between distinct instances of the exact same
algorithm, deployed in the same online recommendation scenario, during the exact same
period of operation. A direct comparison of the results that should be identical provides
us with the opportunity to consider one instance as the baseline, and obtain a quantitative
measure of the performance difference that can only originate from non-algorithmic factors.
By also logging the recommendation requests, responses, and clicks, we can recreate the
recommendation scenario of one algorithm and compare its results to those that would have
been given by the other algorithms. Mixing online and offline evaluation methods provides a
more controlled way of measuring differences between different recommender systems, that
we can use to estimate the part of the difference in performance that should be attributed to
chance.

8.2.1. Causes of Performance Differences
We saw that the two identical instances of the Recency algorithm, Recency and Recency?2,
can at times differ considerably to the extent that one might even conclude that the Recency
algorithm is a better approach to recommendation than Recency2. This observation raises
questions into the validity of reported improvement in real world recommender system eval-
uations. The results on the exactly identical instances call for identification, quantification
and explanation of the factors that cause “random” performances differences between iden-
tical instances of an algorithm. It is also interesting and useful if the quantification can be
applied to quantify the “random” performance differences, as opposed to the differences
from their unique strengths, between non-identical instances.

The random performance difference between identical instances is indicative of the ex-
tent of performance difference, in non-identical instances, that can arise due to non-algorithmic




82 8. Multidimensional Examination of News Recommendation Evaluation

factors such as receiving different user-item interactions from the evaluation framework. In
areal world setting, the actual users and items that algorithms deal with differ from instance
to instance. In the following subsections, we identify the non-algorithmic factors that may
cause the differences in performance, explain them and propose a method to quantify them.
We specifically distinguish 1) operational differences in the evaluation framework, 2) differ-
ences in user-item pairs for which recommendations have been provided, and 3) remaining
differences that we consider due to randomness.

8.2.2. Operational Causes

By non-algorithmic operational causes, we refer to decisions in the evaluation framework
that could affect the observed performance of the recommender systems evaluated. Rec-
ommendation systems under evaluation are served requests by a system that distributes the
incoming requests in a supposedly fair manner. From the perspective of the CLEF News-
REEL participant, fairness of this process is a matter of faith, and difficult to assess. We
know that some publishers are more likely to trigger clicks on recommendations than others,
such that biases in the distribution of recommendation requests can easily result in perfor-
mance differences between the algorithms under evaluation. The approach of assigning
recommendation requests to participant systems may exhibit an (implicit) bias with respect
to pairing some teams and/or systems with a subset of publishers, or assigning specific users
(e.g., those logged-in) to some teams or algorithms, or serving a skewed subset of items from
specific categories (e.g., political), or a combination of such factors.

8.2.3. User-Item Causes

Another source of differences in performance that are not algorithmic could arise due to
differences in the sets of items and users that are assigned to the two instances. Every in-
stance under evaluation receives a different subset of all recommendation requests, resulting
in inherent differences in performance if, by chance, certain user-item interactions are in-
comparable (which would also render the measured results incomparable). In the evaluation
of information retrieval systems, for example, it is well known that results obtained on dif-
ferent test collections cannot be compared directly; here, to some extent, we could consider
the different performance measurements to result from different test collections, and direct
comparison may suffer from the same problems as in the information retrieval evaluation
case.

8.2.4. Random Causes
We refer to all remaining factors that might cause performance differences as random causes,
including factors like the user’s mood as well as causes that result from idiosyncrasies of
the particular datasets (settings, in the online case). Imagine an offline setting with two
algorithms (algorithm one and algorithm two) and two datasets (dataset one and dataset
two). If on dataset one, algorithm one performs better than algorithm two, but on dataset
two the situation is reversed, the difference between the performance measurements cannot
be attributed to the difference in users and items or differences in the algorithms.

One of the advantages of running four instances of algorithms at the same time is that
we have datasets that have one big advantage over disparate datasets used for research and
that is that we have their online behavior and performance. These logs are, therefore, very
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Table 8.1: Shared recommendations. The score in each cell is the percentage of the lists that the two
recommendations had in common, and the second number, between brackets, is a percentage of the sets of
recommendations that the algorithms had in common. GeoRec-Recency2 and GeoRec-Recency show the highest

similarities.
Algorithms Recency GeoRec RecencyRandom
Recency 100 85.82(97.96) 0.0(74.11)
Recency?2 100  85.79(97.97) 0.0(73.84)
GeoRec 50.99(91.64) 100 0.0(76.18)
RecencyRandom 0.01(73.28) 0.01(73.40) 100

important to the performance difference that arises as a result of the random causes in an
online setting, as discussed below.

8.2.5. Overlap in Performance

How can we find out that the random causes (idiosyncrasies of the particular setting) are
having an impact on the performance differences of algorithms? To measure the effect of
artifacts in evaluation data on performance estimates in an offline setting, we could evaluate
two different algorithms on two datasets, and measure the performance differences between
the algorithms on each individual dataset. The absolute difference between these two differ-
ences can be considered an estimate of the “dataset artifact” on performance. For, if there
is no difference, then the measurements are accurate, and both datasets lead to the same
conclusions. However, if a difference is observed, then we would seek the cause for these
variations in the differences between the evaluation data. In an online setting, it is not possi-
ble to follow this exact procedure, but it is possible to quantify a part of this dataset (setting)
artifact using a similar method.

Imagine an ideal world where you can run two algorithms simultaneously in exactly the
same environment. Users, items, and time are exactly the same. The only things that differ in
this ideal world are the recommendations and responses by the algorithms. Table 8.1 shows
how different (similar) the recommendation by other algorithms on the different settings
would be. The scores are the percentages of shared recommendation over the total number of
recommendations. The table gives two scores for each pair, the first being the exact similarity
per recommendation response both in order and content (the number given in each table cell),
and the other being the set similarity per recommendation response (order can vary) given
between brackets. Each cell corresponds to the similarity measured when the algorithm
listed in the column is applied to a dataset constructed from the log obtained when using the
algorithm listed in the row. GeoRec-Recency and GeoRec-Recency?2 show large similarities,
which is not surprising since the GeoRec recommender is only a minor modification of the
recency recommender. GeoRec is supposed to diversify Receny’s results; but apparently it
did not diversify the results much in practice.

The idealized system described above would enable us to determine, in the true sense, the
algorithm that is the better one; at least, in the evaluation framework in which the algorithms
in question are being tested. In practice, such a test would be an approximation, since it does
not account to the many factors that can cause performance differences. Obviously such an




84 8. Multidimensional Examination of News Recommendation Evaluation

idealized system is hard to create, but we can create one aspect of that idealized system.
That aspect is the overlap in performance that two algorithms would have if they were to be
run in the idealized system. The overlap in performance is defined in Equation 8.1.

CliCkSAB

Setting,Overlap,p = 8.1

Recommendations,g

In Eq. 8.1, Setting, is the log generated by running algorithm A, and
SettingOverlap g is the overlap in performance of algorithms A and B in dataset Setting,.
Clicks,g and Recommendationyg are counted from intersection of recommended items
and the intersections of recommended-and-clicked items respectively of algorithms A and B,
when they would be run in an exact online setting that would generate Setting,. The over-
lap in performance is the ratio of the intersection of recommended-and-clicked items and the
intersection of recommended items that two online-deployed algorithms would share if they
were to be run in the idealized system. We use this overlap in performance to quantify a part
of the performance difference as a result of the random causes by comparing the overlap in
performance of two algorithms in two datasets.

To explain how we would obtain the overlap in performance, consider the two algorithms
which we used in the NewsREEL challenge. For each algorithm, we have logged the recom-
mendation request, recommendation response, and clicks. If we rerun the other algorithm
on the logs of the first algorithm, everything remains the same except the recommendation
responses. By determining to what extent the recommendations are the same for the two
algorithms, and the ratio of the clicks received by the online-deployed algorithm could also
have been obtained by the competing algorithm running on the logs, we obtain the overlap
in performance. To obtain the overlap in performance of two algorithms in the idealized sys-
tem we described, one does not need to run both algorithms online. Running one algorithm
online to obtain logs that form a dataset for evaluation, and subsequently running the other
algorithm on these logs, is sufficient; for, it is only the overlap of the two algorithms that we
are interested in, and not the overall performances of the algorithms.

Difference in Overlap

If we have two online-deployed algorithms and record both of their logs, we can determine a
measure of overlap between the two algorithms on each of these logs. We call the difference
between the two measures of overlap the difference in overlap, its definition given by Equa-
tion 8.2. Note that to compute this difference in overlap, we need to deploy both algorithms
and collect their respective logs. If there are no differences in behavior of these algorithms
on the same logs, this difference would be zero. The difference in overlap therefore gives us
a measure that quantifies the overall difference in performance that should be attributed to
non-algorithmic causes.

Dif finOverlapsetting ssettings = 15€etting,O0verlap,p — SettinggOverlap,p|
8.2)
Since we have four algorithms that ran during the complete evaluation campaign (ex-
cluding GeoRecHistory), we can quantify differences in overlap between several pairs of
algorithms, and, together, these differences in overlap will give us a clue of the extent to
which performance differences between algorithms should be attributed to chance. In other
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Table 8.2: Difference in overlap of our algorithms. Each entry is obtained by subtracting overlap in performance
in one dataset of two algorithms from their overlap in performance in another dataset. GeoRec-Recency2 and
GeoRec-RecencyRandom show the highest overlap difference.

Algorithms Recency Recency2 GeoRec RecencyRandom

Recency 0 0 0.001 0.006
Recency?2 0 0.026 0.004
GeoRec 0.026

words, even though the full difference in overlap cannot be measured, as we cannot create
the idealized system where two different algorithms would receive the exact same recom-
mendation requests for the exact same user and item combinations, by zooming in on the
performance overlap we can still obtain an estimate of the level of non-algorithmic differ-
ences in the evaluation.

To calculate the difference in overlap, we make one assumption, and that is that we do
not take into account the order of the recommended items. If two algorithms have recom-
mended two lists of the same items, but in different order and a click happened on the online
deployment, we consider a click happened on the latter too, regardless of the order. Also,
the Click-through Rate (CTR) scores were expressed as percentages before any calculations.
We take the absolute value as we are interested in the magnitude only. The results are pre-
sented in Table 8.2. To help interpret the table, the score listed in the cell Recency2-GeoRec
corresponds to the difference in overlap between Recency2 and GeoRec obtained as the dif-
ference between the overlaps in performances of Recency2 and GeoRec when they ran in
two identical online settings (which are represented by the logs of Recency?2 and the logs of
GeoRec).

The highest differences in overlap observed are between Recency?2 and GeoRec and be-
tween GeoRec and RecencyRandom, each equal to 0.026. Given that GeoRec and Recency
are closely related algorithms, and Recency and Recency? are identical, one would expect
that the differences in overlap of GeoRec-Recency, and GeoRec-Recency?2 should have been
the same, and smaller than the difference in overlap of GeoRec-RecencyRandom. In an ideal
evaluation environment, we would expect the difference in overlap to be equal to 0, because
we would assume that the two settings under which the two algorithms run should affect the
two algorithms in similar ways. Why do the two settings then affect the two algorithms in
different ways? The positive scores of differences in overlap, we argue, are a results of the
idiosyncrasies of the particular settings.

8.3. Recommender Systems Evaluations: Offline, Online, Time

and A/A Test

In 2015, we participated in CLEF NewsREEL News Recommendations Evaluation (Task
1) by deploying four algorithms. In 2016, we reran four of our 2015 recommender systems
without change. This allows us to compare the performance of the systems in 2015 and 2016.
In 2016, we participated also in Task 2, which allows us to evaluate the recommender sys-
tems in a simulated environment and then compare the offline performance measurements
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with the corresponding online performance measurements. This setup allows us to investi-
gate recommender systems across offline, online, between years, and also to study the effect
of non-algorithmic factors on performance. We present the results of these evaluations and
comparisons along several dimensions and highlight similarities, differences and patterns
or the lack thereof.

The four recommender systems we ran in 2015 and reran in 2016 are two instances of
Recency, one instance of GeoRec and one instance of RecencyRandom. Recency keeps
the 100 most recently viewed items for each publisher, and upon recommendation request,
the most recently read (clicked) are recommended. GeoRec is the Recency recommender
modified to diversify the recommendations by taking users’ geographical areas and items’
local and non-local categories. RecencyRandom recommends items randomly selected
from the 100 most recently viewed items. For a detailed description of the algorithms,
refer to [107].

In 2015, the recommender systems ran from 2015-04-12 to 2015-07-06, a total of 86
days. RecencyRandom started 12 days later in 2015. In 2016, the systems ran from 2016-
02-22 to 2016-05-21, a total of 70 days. We present plots and tables for 2016: plots of daily
performances, the cumulative performances as they progress, and the overall cumulative
performances. The plot for the daily performance is presented in Figure 8.1. From the plot,
we observe that there is a big variation in CTR between the recommender systems. The
minimum is 0 for all of them. The maximums, however, vary a lot. The maximum CTR for
Recency? is 12.5%, for GeoRec 5.6%, for RecencyRandom 4.3%, and for Recency 4.2%.
The maximum scores all occurred between the 18th day (2016-03-10) from the start of our
participation and the 31st day (2016-04-08). The highest scores of Recency2, and GeoRec
occurred on 2016-03-21, for RecencyRandom on 2016-03-20, and for GeoRec on 2016-03-
10.

We do not exactly know why the performances showed increases on the dates between
2016-03-10 and 2016-04-08, and why all the highest scores for most of the three of the
systems occurred on the two days. But, we observed a reduced number of recommendation
requests between 2016-03-10 2016-04-06, when the systems showed increased performance
scores. For some of the systems, no results are reported between the dates 2016-03-24
and 2016-04-05. If this reduction of recommendation requests was across all teams and
systems, the lower number of recommendations and increased CTR might mean that users
are more likely to click on recommendations when recommendations are offered sparsely.
If this is the case, it might suggest an investigation into the relationship of the number of
recommendations and user responses.

The plots of the performances as the systems progress on a daily basis are presented
in Figure 8.2. This should be compared with the plots for 2015 which are in Figure 7.7.
The cumulative number of requests, clicks and CTR scores of the systems in both years are
presented in Table 8.3. The cumulative performances are all below 1, the average CTR score
for news recommendation. The maximum performance differences between the systems are
0.16 in 2015 and 0.07 in 2016.

From the plots in Figure 8.2 and the cumulative performances in Table 8.3, we observe
that the performances of the different systems vary. Are the performance variations between
the different systems statistically significant? We look at statistical significance on a daily
basis after the 14t day, which is considered the average time within which industry A/B
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Figure 8.1: The daily CTR performances of the four online recommender systems in 2016. We note that there is a
big difference between the days. Between 18t and 31t days, we observe unusual increases of the CTRs of all
systems.

Table 8.3: Number of requests, number of clicks and CTR scores of four systems in 2015 and 2016.

2015 | 2016
Algorithms Requests Clicks CTR(%) Requests Clicks CTR(%)
Recency 90663 870 0.96 450332 3741 0.83
Recency?2 88063 810 0.92 398162 3589 0.90
RecencyRandom 73969 596 0.80 438850 3623 0.83
GeoRec 88543 847 0.96 448819 3785 0.84
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Figure 8.2: The cumulative CTR performances of the four online systems as they progress on a daily basis in

2016.
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Table 8.4: Statistical significance counts and percentages over the baseline of Recency2. Level of significance

=0.05.

_ 2015 2016
Algorithms o Results % #Sig Results %
Recency 2 27 27 474
GeoRec 25 343 8 14

Table 8.5: Statistical significance counts and percentages over the baseline of RecencyRandom. Level of
significance =0.05.

Algorithms 2015 2016

g #SigResults %  #Sig Results %
Recency 20 274 0 0
GeoRec 41 562 5 8.8

tests are conducted.

We perform statistical significance tests on a daily basis to simulate the notion of an
experimenter checking whether one system is better than the other at the end of every day.
In testing for statistical significance on a daily basis, we seek an answer for this question:
On how many days would an experimenter seeking to select a better system find out that
one system is significantly different from the chosen baseline? We investigate this under
two baselines: Recency2, and RecencyRandom. We present the actual number of days and
the percentage of days on which significant performance differences were observed. The
results for the baseline of Recency?2 are shown in Table 8.4, and the results for the baseline
of RecencyRandom are shown in Table 8.5.

We also looked into the error notifications received by our recommender systems in
the 2016 period. The error types and counts for each system are presented in Table 8.6.
RecencyRandom has the highest number of errors. There were only three types of errors.
According to the ORP documentation!, error code 408 is for connection timeout, error code
442 is for invalid format of recommendation response and error 455 is not described. Re-
cencyRandom has the highest number of errors.

We aggregated the error messages by days. Out of the 70 days, Recency has errors
on 16 days, Recency2 on 19 days, GeoRec on 24 days, and RecencyRandom on 51 days.
All systems received a high number of error messages on some specific days, especially on
2016-04-07 and 2016-04-08. It is not very clear why large numbers of error messages are
received on particular days, but we observed that most of the high-error days seem to be
those that are at the beginning of the start of the systems, or at the beginning of a change
of load (from low to high). Why does the RecencyRandom recommender have the highest
number of invalidly formatted responses is not clear, because the format is exactly the same
as for other systems. The only difference between RecencyRandom and the others is that it
is slower and we suspect the higher number of errors must have to do with its slowness.

Thttp://orp.plista.com/documentation/download, accessed in July 2015
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Table 8.6: Count of errors messages received by our recommender systems in 2016. Error code 408 is for
connection timeout, error code 442 is for invalid format of recommendation response and Error 455 is not
described. RecencyRandom has the highest number of errors.

Error Types Recency Recency2 RecencyRandom GeoRec

408 (Connection Timeout) 40 118 40 14 159
442 (Invalid-Format) 1377 1390 26608 1360
455 281 217 348 252
Total 1698 1725 26970 1771

Online Evaluation

In the online evaluation, or Benchmark News Recommendations in a Living Lab (Task 1) as
it is called in CLEF NewsREEL, we investigate recommender systems in two dimensions.
One dimension is time where we compare and contrast the performances of our systems
in 2015 and 2016. The second dimension is an A/A test where we attempt to study non-
algorithmic effects on the performance of systems. Each of the dimensions are discussed in
the following subsections.

Time Dimension: Performances in 2015 and 2016. The running of the recommender
systems in 2015 and in 2016 gives us the opportunity to study systems from a time dimen-
sion. We compare the systems both in terms of their absolute and relative (in terms of their
rankings) performance. To compare the absolute performances, we used the 2015 instance
of the recommender systems as the baselines, and the corresponding 2016 instances as alter-
natives. The performances of the Recency and GeoRec instances of 2016 were significantly
different from performances of the Recency and GeoRec instances of 2015 with a P-values of
1x107* and 9 x 10~* respectively. The 2015 instances of Recency2 and RecencyRandom
were not significantly different from their corresponding instances in 2016.

In 2015, Recency?2 ranked third, but in 2016, it ranked first. In 2015, almost all systems
started from lower CTR performances and slowly increased towards the end where they
stabilized (see Figure 8.2) . In 2016, however, the performances of the systems reached their
high at the beginning and then decreased steadily towards the end, except Recency2 which
showed an increase after the first half of its deployment and then decreased (see Figure 8.2)
. In 2016, the performances seemed to continue to decrease, and did not stabilize. unlike in
2015.

When we compare the daily significant performances in 2015 and 2016 (see Table 8.4
and Table 8.5), we observe that there is no consistency. In 2015, there were two days
(2.7%) on which significant performance differences were observed between Recency and
Recency?2 while there were 25 days (34.3%) on which significant performance differences
between GeoRec and Recency?2. In 2016, Recency has shown 47.4% of the time significant
performance, and GeoRec only 14%. When using RecencyRandom as a baseline, Recency
has registered significant performance differences 27.4% of the time in 2015, and 0% in
2016. GeoRec has 56.2% in 2015 and 8.8% in 2016.

The performance of the systems defies any generalization in the dimension of time, under
both baselines. The performance patterns vary alot. The absolute and relative performances
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in 2015 and 2016 vary from each other in the dimension of time. The implication of this is
that one cannot rely on the absolute and relative rankings of recommender systems at one
time for a similar job in another time. The systems have not been changed. The change,
therefore, is coming from the setting where the systems are deployed. It is possible that the
presentation of recommendation items by the publishers, the users and content of the news
publishers might have undergone changes which can then affect the performances in the two
years.

A/A Testing In both 2015 and 2016, two of our systems were instances of the same algo-
rithm. The two instances were run from the same computer; the only differences between
them were the port numbers by which they communicated with CLEF NewsREEL’s ORP2.
The purpose of running two instances of the same algorithm is to quantify the level of per-
formance differences due to non-algorithmic causes. From the participant’s perspective,
performance variation between two instances of the same algorithm can be seen as pure
randomness. The extent of performance differences between the instances can be seen as
also happening between the performances of the other systems. We can consider that the
performance difference due to the effectiveness of the algorithms is therefore the overall
performance minus the maximum performance difference between the performances of the
two instances.

The results of the two instances (Recency and Recency?2) can be seen in Table 8.3, and in
Figure 7.7 and Figure 8.2. The cumulative performances on the 86th day of the deployment
in 2015 showed no significant difference. In 2016, however, Recency2 showed a significant
performance over Recency with a P-value of 0.0005. Checking for statistical significance
on a daily basis after the 14th day (see 8.4), in 2015, there were 2 days (2.7%) on which
the two instances differed significantly. In 2016, however, that number of days was much
higher, a total of 27 days (47.4%). This is interesting for two reasons: 1) the fact that two in-
stances can end up having statistically significant performance differences, and 2) that these
significant differences occurred. Many times in 2016, one instance achieved significantly
better performances over the other instance.

Offline Evaluation
We present evaluations conducted offline, or in Benchmarking News Recommendations in
a Simulated Environment (Task 2), as it is called in CLEF NewsREEL. Evaluation in Task 2
is different from other offline evaluation in that Task 2 is a simulation of the online systems.
Usually, systems are selected on the basis of offline evaluation and deployed online. Other
things such as complexity and latency being equal, there is this implicit assumption that the
relative offline performances of systems holds online too. That is that if system one has
performed better than system two in an offline evaluation, it is assumed that the same rank
holds when the two algorithms are deployed online. In this section, we investigate whether
this assumption holds by comparing the offline performances with the online performances
of the algorithms in Task 1.

Task 2 of CLEF NewsREEL provides a reproducible environment for participants to
evaluate their algorithms in a simulated environment that uses the user-item interaction

2http://orp.plista.com/, accessed in July 2015
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Table 8.7: The performances of our algorithms in simulated evaluation (Task 2). For each system, there are the
number of correct clicks (clicks), the number of requests, and the CTR (clicks1000/requests) and the number of
invalid responses (Invalid). Results for publishers http://www.cio.de (13554), http://www.gulli.com (694),
http://www.tagesspiegel.de (1677), sportl (35774) and all are shown in the table.

Instance Publisher Click Request Invalid CTR
13554 0 21504 0 0
694 13 4337 0 2
Recency 1677 69 46101 0 1
35774 3489 518367 O 6
All 3571 590309 O 6
13554 0 12798 1451 0
694 3 4347 0 0
RecencyRandom 1677 0 0 7695 0
35774 2297 519559 O 4
All 2300 536704 9146 3
13554 0 21504 0 0
694 13 4337 0 2
GeoRec 1677 69 46101 0 1
35774 3445 518411 O 6
All 3527 590353 O 5

dataset recorded from the online interactions [108]. In the simulated environment, a rec-
ommendation is successful if the user has viewed or clicked on the recommendations. This
is different from Task 1 (online evaluation) where a recommendation is a success only if the
recommendation is clicked. The performances of our algorithms in the simulated evaluation
are presented in Table 8.7. The plots as they progress on a daily basis are presented in Figure
8.3. In this evaluation, Recency leads followed by GeoRec and then RecencyRandom. Using
RecencyRandom as a baseline, there was no significant performance difference in both Re-
cency and GeoRec. When we compare the ranking with the rankings of the systems in Task
2, there is no consistency. This, once again, shows that the relative offline performances of
recommender systems do not show to hold online, much less the absolute performance.

From Table 8.7, we observe that only RecencyRandom has invalid responses. We also
observed that RecencyRandom has higher error messages and lower performance in Task
1. To understand why, we looked at the response times of the systems under extreme load.
The mean, min, max and standard deviations of the response times of the three systems are
presented in Table 8.8. We observe that RecencyRandom has the slowest response time
followed by GeoRec. We have also plotted the number of recommendations within 250
milliseconds in Figure 8.4. Here too, we observe that RecencyRandom has the slowest
response time than the other systems. Given the operation of randomizing before selecting
recommendation items, it is not surprising that it has the slowest response time. When
we look at the publisher-level breakdown of the recommendation responses in Table 8.7,
we see that RecencyRandom has invalid responses for two publishers, and for publisher
Tagesspiegel (1677), all its recommendations are invalid. In the offline evaluation, invalid
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Figure 8.3: The CTR performances of the three offline systems as they progress on a daily basis.
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Table 8.8: The response times in milliseconds of the recommender systems. RecencyRandom has the slowest
response time.

Mean Min Max stDev

Recency 9.057 0.0 25300 41.619
RecencyRandom 83.868 1.0 5380.0 319.463
GeoRec 11.549 1.0 23200 56.570

response means that the response generates an exception during parsing. We looked into the
recommendation responses of RecencyRandom, and compared the response for publisher
694 and 1677. The only difference we saw is that almost all items responses for publisher
1677 were empty. This, we assume, must have to do with the extreme load.

8.3.1. Discussion

Our systems are very similar to each other, in that they are slight modifications of each
other. This means that it is expected that their performances would not vary much. We
have analyzed the performance of our systems from the dimensions of online, offline, and
time. We have also investigated the extent of performance difference due to non-algorithmic
causes in online evaluation by running two instances of the same algorithms.

We have observed substantial variation along the four dimensions. The performance
measurements in both absolute and relative sense varied significantly in 2015 and in 2016.
More surprisingly, the two instances of the same algorithm did also vary significantly, both
in the two years and within the same year. This is surprising and indicates how chal-
lenging it is to evaluate algorithms online. In the online evaluation, non-algorithmic and
non-functional factors impact performance measurements. Non-algorithmic factors include
variations in users and items that systems deal with, and the variations in recommendation
requests. Non-functional factors include response times and network problems. The per-
formance difference between the two instances of the same algorithms can be considered
to reflect the impact of non-algorithmic and non-functional factors on performance. It can
then be subtracted from the performances of online algorithms before they are compared
with baselines and each other. This can be seen as a way of discounting the randomness in
online system evaluation from affecting comparisons.

The implication of the lack of pattern in the performance of the systems across time
and baselines, and more specially the performance differences between the two instances
of the same algorithm highlights the challenge of comparing systems online on the basis of
statistical significance tests alone. The results call for caution in the comparison of systems
online where user-item dynamism, operational decision choices and non-functional factors
all play roles in causing performance differences that are not due to the effectiveness of the
algorithms.

Comparison With Other Teams

It is also useful to compare the performances of our systems with the performance of other
systems from other teams that participated in 2016 CLEF NewsREEL’s Task 1. Here, we
consider the results for 28 April to 20 May, provided by CLEF NewsREEL to all the partic-
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Figure 8.5: The rankings of the 2016 teams that participated in the CLEF NewsREEL challenge. CWI represents
ours. The plot was provided by CLEF NewsREEL.

ipating teams. The plot of the team ranking as provided by CLEF NewsREEL is shown in
Figure 8.5. We examined whether the performance of the best performing systems from the
teams that are ranked above us (we are CWI) were significantly different from ours. Only
the ABC’s and Artificial Intelligence’s systems were significantly different from Recency?2
(our best performing system for 2016).

8.4. Discussion and Conclusion

The chapter started with investigating the causes of (random) performance differences in
real-world recommender systems, and continued to examine recommender systems from
multiple dimensions (time-wise, offline, online and A/A). In this section we discuss the
results and conclude the chapter with an appraisal of the CLEF NewsREEL: News Recom-
mendation Evaluation Lab platform, the platform where the experiments in this chapter and
the previous one are conducted.

In Section 8.2, we investigated the performance differences in online algorithms. We
employed several algorithms among which were two instances of the same algorithm. We
classified and discussed the possible causes of performances differences between online-
deployed algorithms and argued that even in the absence of obvious causes of performance
differences such as operational biases and the selection of users and items observed in the
experiment, performances can vary due to other artifacts in the data collected. These ar-
tifacts will also exist in offline datasets, but in the online setting, the researcher is much
more susceptible to being misled by such artifacts, as it involves users and items and their
dynamic interactions. We cannot claim that these artifacts are the sole reason for observed
significant performance differences between two instances of the same algorithm; and form-
ing an important confounding factor when comparing any two algorithms in general. We
may however conclude that we have to take into account these random biases that can only
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be smoothed out over a sufficiently long evaluation period.

Our results suggest that we should be reluctant in adopting (even statistically significant)
improvements as indicative of real performance differences when the evaluation involves
real world settings, users and items. We have proposed a new method to quantify the effect
of randomness in the evaluation by zooming in on the differences in overlap of the results
obtained from two competing algorithms that are tested on two settings simultaneously.

In Section 8.3, we set out to investigate the performance of recommender system al-
gorithms online, offline, and in two separate periods. The recommender systems’ perfor-
mances in different dimensions indicate that there is no consistency. The offline perfor-
mances were not predictive of the online performances in both absolute and relative sense.
Also, the performance measurements of the systems in 2015 were not predictive of those
in 2016, both in relative and absolute sense. Our systems are slight variations of the same
algorithm, and yet the performances varied in all dimensions. We conclude that we should
be cautious in interpreting the results of performance differences, especially considering the
performance differences between the two instances of the same algorithm.

This chapter would be incomplete without an appraisal of the CLEF NewsREEL, the
platform under which all the experiments in this Part were conducted. In particular, we
discuss opportunities, validity, and fairness.

8.4.1. Opportunities

CLEF NewsREEL has provided a unique opportunity for researchers working on recom-
mender systems. It has enabled researchers to test their algorithms in a real-world setting
with real users and items. In addition, participants competed with one another. Thus, they
get feedback on how their algorithms compare with competitors’ algorithms. Further, par-
ticipants have gained access to a large number of log files comprising interactions between
users and items. They can conduct offline experiments with these data thus optimizing their
system before deploying them. Researchers hardly have access to such conditions otherwise,
making CLEF NewsREEL a unique form of benchmarking.

8.4.2. Validity and fairness

Participants seek to compare their algorithms with competing algorithms. They need to
know how valid comparisons are to estimate how well their systems will perform in the
future. Determining validity represents a challenging task. Unlike the operators of recom-
mender systems, participants only perceive parts of the environment. Various effects can
potentially bias observed performance.

We distinguish operational and random biases, the latter resulting from random effects
such as the dynamics in user and item collections. Operational bias refers to the result of
operational choices of the evaluation framework, including those that lead to favoring some
participants’ systems over others or delegating a disproportional number of requests from
specific publishers to a few systems only. The latter in particular would skew results, as items
originating from specific publishers have been found to receive a stronger user response.

Fairness of the competition is closely related to the validity of findings, especially when
considering operational biases. A (limited) level of random bias due to dynamic fluctuations
in user and item collections is to be expected, but it would be very useful to be able to quan-
tify its influence. In the absence of biases, we would expect to observe similar performance
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Table 8.9: Data collected by running two instances of the Recency recommender in the 2015 and 2016 editions of
NewsREEL.

2015 2016
Algorithms Requests Clicks CTR (%) Requests Clicks CTR (%)

Instancel 90663 870 0.96 450332 3741 0.83
Instance2 88063 810 0.92 398162 3589 0.90

of identical systems over sufficiently long periods. Therefore, we have applied a method of
evaluation that is best described as A/A testing; unlike in the usual A/B testing, A/A testing
subjects the users to different instances of the same algorithm. The instances were run on the
same computer and the same environment; only the port numbers they used to interact with
Plista were different. With this setup, we do not expect the ORP to treat the two algorithms
differently since their behavior should be identical. Since the same algorithm was used to
generate the recommendations, we attribute differences in the responses by users to those
recommendations to bias or randomness, and we analyze those differences to quantify their
effect.

Experiment

As participants, we experimented to estimate operational and random biases in CLEF News-
REEL. We set up two instances of the same recommendation algorithm, implementing an
A/A testing procedure. We implemented a recency-driven recommender, which keeps the
100 most recently viewed items and suggests the five or six most recent upon request. Ran-
dom biases may cause performance variations on a daily level. In the absence of operational
biases, we may expect these performance measures to converge in the long term. Both in-
stances of the recency recommender have run in NewsREEL's editions in 2015 and 2016. In
2015, the two instances ran from 2015/04/12 to 2015/07/06, a total of 86 days. In 2016, both
instances ran from 2016/02/22 to 2016/05/21, a total of 70 days. We considered only the
recommendation requests and clicks of days on which the two instances of our algorithms
ran simultaneously. Table 8.9 presents requests, clicks, and the CTR for both periods. The
observed difference in CTR is small, 0.04% in 2015 and 0.07% in 2016, based on which
we conclude that the evaluation does not show evidence of an operational bias. On the other
hand, we notice a marginal level of random bias. Figure 8.6 shows the average CTR as a
function of the number of days, for the year 2015 and Figure 8.7 for the year 2016. Ini-
tially, we observed fairly high levels of variance between both instances in 2015. Over time,
the variance levels off and both instances of the algorithm approach a common level of =
8.5%x 1071 %. In 2016, we observed the opposite trend in that the algorithms perform more
similarly and diverge towards the end.

Log Analysis

We noticed that A/A testing with two instances of the same algorithm results in performance
variations that, in 2015, smoothed out when observed over a sufficiently long period, but in
2016 showed divergence towards the end. We analyzed our log files from 2015 to identify
two hypotheses to explain these variations. First, operational bias might induce an unfair
setting, in which some instances naturally perform better than others. Alternatively, random
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Figure 8.6: The cumulative CTR performances of the two instances as they progress on a daily basis in 2015.
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Figure 8.7: The cumulative CTR performances of the two instances as they progress on a daily basis in 2016.
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bias due to the selection of users and items presented to each recommender may explain the
performance variation observed.

Analyzing Recommendation Requests by Publisher: We look into the distribution of
requests across publishers. In a fair competition, each participant will be subject to a similar
distribution across publishers. We aggregated all requests on a publisher level for both in-
stances. Subsequently, we computed the Jensen-Shannon Divergence (JSD) metric to quan-
tify the differences between both distributions. We obtained a divergence score of approx-
imately 3 X 1073, indicating that both instances received similar distributions of requests.
At the level of a publisher, we conclude that we did not find a noticeable bias that would be
attributed to operational design choices in the evaluation framework.

Analyzing Recommendation Requests and Responses at Item and User Levels: We
investigate the overlap between the sets of users and items processed by both instances, by
measuring their Jaccard similarity; high overlap would signal the absence of random biases.
Comparison of the sets of items produced a Jaccard similarity of 0.318 whereas the sets of
users resulted in a score of 0.22. Given the low overlap between users and items presented
in both instances, we conjecture that the chance to observe the same user on both systems
is relatively low (which can be explained by the limited number of events in each session).
We note that the overlap is impacted by the fact that there are tens of other systems running
simultaneously. The observed overlap is consistent with the conclusion that user and item
variation arises due to natural dynamics.

8.4.3. Concluding Remarks

Our focus has been on understanding the perspective that is accessible to the participants
on whether or not the NewsREEL evaluation treats all participating algorithms fairly. We
reported on the results of A/A testing conducted to estimate the level of variance in CTR
for identical algorithms. We hypothesized that random effects or operational design choices
could cause varying performances. We observed varying trends, in 2015 and 2016, in the
cumulative performances of the two instances. In 2015, the variance diminished over time,
but in 2016 the variance emerged later. We analyzed the logs of our participating systems
to determine which kind of effect produced the variance. We found that requests were dis-
tributed equally across publishers for both instances. Based on this observation we were
able to conclude, from the participant’s perspective, that operational design choices are un-
likely to have caused the variance. Instead, we observed that collections of users and items
differed between both instances.

From the participant’s perspective and the current setup, it is possible to conduct a partial
investigation into possible operational biases and have a reasonable estimate of the impact
of those causes on the performance of a participating system. We conclude that participants
do have the means to assure themselves of NewsREEL'’s fairness using only information
available from the participant’s perspective. We note, however, that an exhaustive investi-
gation of all possible operational biases is either too complicated and/or impossible from
the participant’s perspective. For example, operational biases could be implemented at the
level of pairing logged-in and logged-off users to different teams or participant systems,
pairing some item categories to some participants or systems, and disfavoring one system
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based on response and other network factors. The possibility to explore some of the bi-
ases is somewhat hampered by the fact that participants do not receive direct information on
whether their recommendations are clicked. It is possible to extract a system’s recommen-
dation clicks from the logs, but it requires complicated implementation and is also subject
to error. The error is in turn dependent on how the participant chooses to implement the
mapping of recommendations to clicks.







New Developments in News
Recommendation

9.1. Introduction

Part II investigated news recommendation, with a particular focus on evaluation. All the
works are based on our participation in CLEF NEWSREEL News Recommendation Eval-
uation Lab. We started participation in 2014 and continued our participation in 2015 and
2016. We use the datasets obtained from our 2014 participation to investigate the role of
geography in news consumption. The investigation is a descriptive study of the relationship
between the geographical focus of a news item and the geographical location of the users.
We observed that geographical information plays a role in users’ decision of whether to read
news items or not. We followed it with online deployments of algorithms, where we also
incorporated geographical information in some of them. The incorporation did not readily
translate into a noticeable performance improvement. In addition to this, we also attempted
to quantify random fluctuations in the performance difference of a live recommender system.

After that, we focused on news evaluation, investigating it from several angles. We con-
ducted A/A tests, offline evaluations, online evaluations, and comparisons of algorithm per-
formances across years. Our findings show that recommender system performances fluctuate
across all of these dimensions. Offline performance does not hold online, both in absolute
and relative sense. The A/A test shows the challenge of evaluating a news recommender
system in a dynamic environment where there is a constant churn of items and users and
user’s evolving interests. Algorithm performances, both absolute and relative, in one year,
do not hold in the next year. Based on these findings and observations, we recommended
that extra care, in addition to statistical significance tests, be taken with reported improved
performances. Finally, we appraised the CLEF NEWSREEL News Recommendation Eval-
uation Lab from our perspective and forwarded recommendations for improvement.

In this brief chapter, we review developments in News Recommendations in general with
a focus on those that have some bearing on the experiments and findings reported in Part II.
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9.2. Review

CLEF NewsREEL continued in 2017 with an increased volume of messages and the addition
of new news portals [109], but the tasks remained the same. In 2018, CLEF NewsREEL
continued as NewsREEL Multimedia as part of MediaEval [12], but the task was different.
The task of NewsREEL Multimedia was, given text snippets about news items, features
of the associated images, and user-item interaction features, to learn a model to predict an
item’s popularity. Popularity was determined by the number of visits an item received.

Approaches to CLEF NewsREEL tasks in the years before 2017 were based mainly on
popularity-recency of items [110]. In 2017, we observed new approaches such as graph-
based recommender algorithms, hybrid approaches, contextual bandit and an approach using
a neural network architecture.

Information access systems are evaluated in four major ways: offline with static test
collections, small-scale user studies, user simulations or online evaluation settings [111].
Offline evaluation, which is the most popular one, is favored mainly for reproducibility. Butit
may not reflect user satisfaction [112] and standardized datasets can have drawbacks because
algorithms can be fine-tuned to the datasets [111]. These limitations of offline evaluation
have led to the adoption of online evaluations which use online information systems and
actual users to evaluate information systems. Online evaluations can be either A/B testing
(the most common) where some users are exposed to system A and a disjoint set of other
users are exposed to system B, or interleaved comparisons where items from two or more
recommender systems are combined (interleaved) [111].

Recommender systems in CLEF NewsREEL 2015, 2016 and 2017 were evaluated in
the online environment and the simulated environment. In both cases, participants’ systems
were compared using CTR scores. NewsREEL 2018 was very different from the other tasks,
notably because it required that systems predict an item’s popularity which, by definition,
disallows personalization. This also means the use of different performance metrics. Specif-
ically, NewsREEL 2018 used precision@N which measures how precisely systems identify
the most popular N items, and average precision, which is the mean of the top N precision
scores.

Recently, Neural Network approaches to news recommendation are being increasingly
adopted [113-119], but all of them use offline datasets and evaluation. A recent work [72]
investigated whether the increasing application of neural network approaches to the task
of top-N recommendation is resulting in progress. After selecting many works from main
conference proceedings and journals, they tried to reproduce and compare them with what
they call “weak baselines”. They draw two key conclusions: 1) only one-third of the works
were reproducible with reasonable effort and 2) almost all of them were outperformed by
the baselines.

Regarding evaluation metrics, CTR remains dominant, but there is an increasing attempt
to devise other metrics. For example, there are attempts to measure serendipity, novelty,
diversity, coverage and others [18]. There is also interest in measuring recommender system
performances using dwell time or the likelihood that users will return [111], and some of
the recent works have attempted to measure the likelihood of user return [116], albeit only
in offline evaluation. Other studies use other metrics such as AUC, MRR, nDCG [114].

A recent study argues that recommender systems should be evaluated according to a
chosen normative stance and proposes four evaluation metrics conforming with four demo-
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cratic models [23]. Another study investigates the impact of target sampling (the choice of
the set of item-user pairs) in the evaluations of recommender systems [120].

The experiments in this Part of the thesis pursue several goals. The first goal is to in-
vestigate and quantify random performance differences between online news recommender
systems. These are differences not attributable to the algorithms themselves but result from
the chance and the intricacies of the system. The second goal is to examine news recom-
mender systems evaluations along several dimensions: offline evaluation, online evaluation,
across time, and the effect of non-algorithmic factors on the performance of an online rec-
ommender system by using an A/A test. The third and final goal is to appraise the CLEF
NewsREEL News Recommendation Evaluation initiative—the platform where the experi-
ments were conducted—from a participant’s (our) perspective.

Abstracting away from the specific CLEF NewsREEL initiative, our experiments inves-
tigate 1) whether there are random performance differences between online recommender
systems that are not attributable to the works of the algorithms themselves 2) whether the
absolute or relative offline performance of algorithms hold online too 3) whether evaluation
patterns of online systems hold across time 4) whether an online A/A test shows significant
performance difference. The research goals that we pursued and the experiments we con-
ducted are independent of the CLEF NewsREEL initiative. They are also independent of
the particular algorithms in the sense that they do not assume any particular types of news
recommender systems.

The particular performance results reported are, however, dependent on the CLEF News-
REEL datasets and settings. For example, we report that two identical recommender systems
have shown a significant performance difference. We also quantified what we called random
performance differences between recommender systems using a method we called difference
in overlap, and reported that the difference is significant. We also report the performance
differences across time and the performance differences of A/A testing. Whether these con-
clusions hold in another online setting using a different type of algorithm (for example,
neural net) is not yet replicated or reproduced.

The ACM task force on reproducibility states ““a scientific result is not fully established
until it has been independently reproduced” [121]. According to the PREMAID—PIlatform,
Research Goal, Implementation, Method, Actor, Data— a model of reproducibility, an ex-
periment is reproduced by changing—priming— some of the components of the experiment
[121, 122]. The components of our experiments are specified. The research goals and the
methods are simple and well-described. Data is CLEF NewsREEL (2015 and 2016) which
is well described in many working notes and overview papers, and the platform is partly
the ORP (also well-described, but currently not available) and our computers from which
we run the systems. Implementations of our algorithms are found in Github!. We believe
the components are well described for reproducibility. Our experiments have, however, not
been reproduced by others (yet).

9.3. Conclusion

While there are generally developments in the area of News Recommendation, there are no
works directly replicating or disputing our experiments and findings. The reported results

Thttps://github.com/gebre/, accessed on 6 December 2024
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and conclusions await further experiments by priming one or more of their components.
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Measuring Personalization
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Pull-push: A Measure of Over- or
Underpersonalization in
Recommendation

A recommender system imposes differences between users by presenting to them different
recommendation lists, which they respond to, resulting in different “reaction” lists, which
are the lists of items they have chosen to act upon (for example, by clicking on). Comparison
of the differences in the recommendation and reaction lists can indicate different user to use
relatitionships. Users can approve the imposed difference, end up narrowing the difference
between them (pulling each other closer) by consuming more of the items in common or
enlarge the difference between them (pushing each other further apart) by consuming the
items not in common. When users do not approve the differences, they are either in a push
state (implicitly disapproving underpersonalization) or in a pull state (implicitly disapprov-
ing overpersonalization). We offer the pull-push metric to quantify the magnitude of pull
or push—measures of disapproval by the users of, respectively, overpersonalization and un-
derpersonalization. Application on simulated datasets shows that users can push each other
away up to having disjoint sets of items or pull each other closer up to having identical sets.
On real-world datasets, we find that the particular recommender system was underpersonal-
izing its recommendations. We show how the pull-push metric can be merged with another
metric of personalization to come up with a measure of the potential for improvement in a
recommender system, and discuss its relationship to popularity bias.

10.1. Introduction

Recommender systems, e-commerce sites, social media platforms, and search engines use
personalization to tailor recommendations to their users [123, 124]. It is a core part of
content consumption and companies’ revenue [125].

A recommender system’s (RS’s) personalized recommendation is meant to help users
find information of their interest by filtering items by their relevance. This reduces users’

109



110 10. Pull-push: A Measure of Over- or Underpersonalization in Recommendation

information overload and information seeking efforts, saves them time and improves their
decision quality [8]. For providers, a RS is useful to keep users engaged and retain a vari-
ety of audiences, thereby to increase revenue. Recommendation providers and users have,
therefore, a common interest in meeting users’ needs and preferences using personalized
recommendations.

A RS’s personalization can be measured for different ends and from different perspec-
tives. For instance, Aniko Hannak et al. [124] measure personalization as the variation from
the presentation of search results in exact order for each query for each user. In doing so,
this measure totally disregards the user differences. It is evident, however, that users have
differences in information needs and interests, even when they use the same search query
[126]. They are also able to single their preferences out from a mixed presentation [127—
130]. The challenge for a personalized RS, then, is to be able to capture the natural and
healthy differences between users without imposing new and unnecessary differences. This
suggests the need for a precarious balance where users’ differences in interests and tastes
are satisfied, where they are neither “overloaded” with content they are not interested in, nor
are they served with content more differentiated than necessary.

How do we then measure RS’s personalization success in meeting the users’ differences?
Personalized recommendation can be conceived of as a two-stage process: the generation of
the recommendation list and a subsequent ranking of the recommendation list. By choos-
ing different recommendation lists to users, a recommender system imposes a difference
between the users. The users react to the differentiated recommendations, for example by
clicking. Implicit in their reactions, users approve the imposed difference when there is a
proportional difference in their reactions to the differentiated recommendations. Likewise,
they may also implicitly show a wish to pull (get closer to each other) by consuming more
of the items in common between the two lists, or a desire to push each other (drift apart) by
consuming more of the items that are distinct. The differentiated recommendations and the
subsequent reactions by the users give us two groups of content differentiation. Comparison
of the two groups of differentiation allows us to measure the degree of pull or push that a
RS imposed difference causes.

We introduce a user-centric metric called pull-push, to quantify the discrepancy between
the two groups of content differentiation. Pull-Push compares the degree of differentiation
in recommendations with the degree of differentiation in the resulting user reactions. The
metric’s score can indicate three states: balanced, pull or push. A pull state indicates the
users’ tendency to come together (consume common items) despite the imposed differences
in the recommendations. A push state, on the other hand, indicates the tendency of users
to drift apart more than that which is imposed by the RS. In this situation, the RS should
personalize more. A balanced state indicates a congruence between recommendations and
user interests/preferences. A pull or a push state shows a degree of disapproval of the rec-
ommendations by the users. A pull score is a measure of over-personalization, and a push
score is a measure of under-personalization. Ideally, we would want a deployed RS to be in
a balanced state.

The contributions of our work are: 1) a novel user-centric conceptualization of a rec-
ommender system’s content differentiation success 2) a generic, and versatile user-centric
metric for quantifying the gap between personalization and user interests 3) applications of
the metric on simulated and real-world datasets and 4) discussion of the metric in relation to
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Figure 10.1: The recommendation flowchart from available items to clicks. Available items are either shown
(recommended) or not shown. Shown items are either clicked or not clicked.

other metrics on personalization, to popularity bias, and to normative standards. The rest of
the paper is organized as follows. In Section 10.2, we present background and related work.
In Section 10.3, we discuss our proposed method, followed by Section 10.4 where we ex-
periment with the application of the proposed method on simulated and real-world datasets.
We discuss the method and the results in a broader context in Section 10.5 and finish with a
conclusion in Section 10.6.

10.2. Background and Related Work

Here, we review relevant metrics on personalization. To help us explain them better, we
use the recommendation flowchart shown in Figure 10.1. The flowchart shows a recommen-
dation flow from item selection from an item pool, to impression and to interaction. This
simplified flow applies to both query-based or query-less personalization. Available items
can, for instance, be the daily news items for a news recommendation platform, or not-yet-
personalized first-page search results. Different recommender system evaluation metrics
address different aims and stages in this recommendation flowchart.

The area of interest for the metric proposed by Aniko Hannak, et al. [124] that quan-
tifies personalization as the variation from exact presentation is the fine-dotted rectangle
(Available Items + Shown + Not Shown), in Figure 10.1. In this point of view, a score
is produced by comparing the personalized recommendations against each other, or against
the available items. Accuracy-oriented measures such as RMSE and MAP, and engagement-
oriented measures such as CTR and dwell time (see [131]) target the area surrounded by the
solid-rectangle (Shown + Clicked + Not Clicked).

Works by Nguyen, et al. [25] and by Teevan et al. [126] target personalization at the level
of the production of recommendation lists and at the level of ranking those lists respectively.
Nguyen, et al. examined the effect of an item-item recommender system on the diversity of
recommended and consumed items [25]. Similar to our approach, this chapter compares
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recommendation lists and the resulting reaction lists, but while the pull-push metric aims
to measure how successful the content differentiation is, the aim of the former is only to
uncover personalization’s impact on content diversity. Nguyen, et al.’s metric targets the
boxes, in Figure 10.1, of Shown and Clicked directly, and the box of Not Clicked indirectly.

Teevan et al.’s “potential for personalization” [126] concerns itself with the ranking of
the recommendation (search) lists. Using normalized DCG[132] as a measure of the quality
of the ranking of a recommendation list, they define the difference between the ideal ranking
score for an individual and that for a group as a potential for personalization. They concern
themselves only with the ranking of the search (recommendation) list, ignoring the person-
alization done in the selection of the recommendation list. This chapter concerns itself with
the boxes, in Figure 10.1, of Clicked and Not Clicked.

While a lot of measures are employed to assess RS’s, methods to quantify RS’s success
at the content differentiation at the level of the generation of the recommendation list it-
self are under-addressed. To address this, we first conceive of personalization as containing
two stages, namely content differentiation to generate the recommendation list and a subse-
quent ranking of the recommendation list. We then offer a novel, user-centric metric, which
we call pull-push, that measures the gap between the degree of the RS’s imposed content
differentiation and the resulting reaction lists that are produced by the users given the differ-
entiated recommendations. The gap between the difference in the recommendation lists and
the difference in the reaction lists is a degree of the users’ approval or disapproval of the im-
posed differentiation. A disapproval indicates either a disapproval of under-personalization
or over-personalization.

Our pull-push metric differs from “the potential for personalization” in that it deals with
the content differentiation and production of recommendation lists, as opposed to the ranking
of a recommendation list. In our case, the potential for personalization, if there is one, is a
function of the difference in the items of recommendation lists; in the Teevan et al.’s case, it
is a function of the ranking of the recommendation lists. Our measure and Teevan et al.’s are
complimentary, covering both the generation of recommendation lists and the subsequent
ranking of the recommendation lists, and we will show how they can be combined to produce
a score for potential for improvement later in this work. The entire area (Available Items +
Shown + Not Shown + Clicked + Not Clicked) of Figure 10.1 can be targeted by the pull-push
metric, as shown later when we discuss the application of the metric.

10.3. Method

Starting out from a balanced level of personalization in Figure 10.2, one can go either in the
direction of less personalization or more personalization.

A good recommender system must strive to find the middle ground, the right level of
personalization. The pull-push metric measures a recommender system’s content differen-
tiation level with respect to the balanced level. The following two concepts underpin our
metric.

Differentiation Through Pair-wise Difference
Personalization imposes differences between recommendation lists for different users
on the basis of a certain user model. This content differentiation happens in an envi-
ronment that is in a state of flux, where both items and user interests are dynamic and
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Figure 10.2: Under-personalization - Over-personalization. Starting from a balanced position, one can either go
in the direction of under-personalization risking information overload, or in the direction of over-personalization
risking user isolation.

evolving. We, therefore, cannot construct a stable “reference frame” for the computa-
tion of the success of the production of differentiated recommendations. To overcome
this, we conceive of content differentiation as a function of the pairwise differences
in the user recommendation lists and the resulting reaction lists. This conceptual-
ization abstracts away from the actual recommendations and the resulting reactions,
requiring only the preservation of the proportionality of similarities/differences in the
recommendation lists and in the reaction lists.

User-centricity
From the user-centric perspective, it is important to satisfy the natural differences in
interests and preferences. When the proportion of difference a recommender system
imposes during recommendation is approved by the users in their reactions/consumption,
we consider the recommender system successful in meeting the actual user differ-
ences. When that is not the case, the users are either in a state of pull or push, ex-
pressing disapproval, implicitly, by their selective behaviors.

User clicks on recommendations or lack thereof are reactions to the personalized rec-
ommendation list. It is fair to assume that an alteration in the recommended items would
result in the alteration in the clicked items. This coupled nature of recommendations and
subsequent user reactions means that user reactions are at best a tentative representation of
the user’s actual interest. In this work, we abstract away from the actual recommendations
and the resulting reactions, and view a RS’s differentiation success as the proportionality
of the differentiation in the recommendations and the differentiation in the resulting user
reactions. Proportionality is easier to observe and likely more stable, as it is independent of
the particular recommendation lists and the resulting reaction lists.

Let Xand Yrepresent the two recommendation lists presented to two users. X U Yis the
union of the recommendation lists, and X N Y'is the set of the shared recommendations (the
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intersection). The proportion of the intersection of the items to the union of the items (see
Equation 10.1) is the magnitude of similarity that the RS has imposed between the users.
From this, we define o0, (see Equation 10.2), which is the magnitude of difference that the
RS imposed between the pair of users.

X, Y) = —l | 10.1
o X,Y)=1- XY——l——l l 10.2
rec( Y) JX, ) XUY| (10.2)

The pair of users will react to the differentiated recommendation lists resulting in cor-
responding reaction lists X’ and Y'. Like in the recommendations, we can obtain the set of
shared items (intersection) and the set of the union of the items. The proportion of the shared
items to the union of items is the magnitude of similarity between the two users according to
the users themselves, given the differentiated recommendations. Using this, we also define
Oreact @S the magnitude of difference observed between the two users as in Equation 10.3.

X'ny
X'y’

If the magnitude of the difference in the reactions is the same as the magnitude of the
difference that was imposed in the recommendations, that iS 0o = Greqct, then the users
seem to approve, implicitly, the RS’s differentiation. We define this condition as the balanced
state. We consider this condition ideal, assuming that satisfying the interests of both the
recommendation provider and the users is the goal. The differences in the recommendations
and in the reactions can also differ. The following are all the possible scenarios.

Oreactx'y") = 1-JjX,Y)=1- (10.3)

Balanced State 0,... = Gpeqct
This is the situation where the proportion of shared items to the union of items be-
tween the pair of users in the recommendation holds in the reactions of the users to
the recommendations. Alternatively, this is the state where the distance in the recom-
mendation lists (0;,..) and the distance in the resulting user reaction lists (Gy¢qc¢) are
the same.

Push 0,oc < Greqct

This happens when the proportion of shared to the union of items in the recommen-
dations is greater than the one in the reactions. Alternatively, this is the state when
the distance in the recommendations (0;,...) is less than the distance in the resulting
user reactions (0,¢q¢¢)- This happens when users diverge from each other—hence
pushing each other away—by consuming proportionally larger number of items not
in common and less of the shared items. This signals that the RS’s differentiation of
the recommendation lists is under-personalized. The bigger the magnitude of the dif-
ference between the distances, the larger the under-personalization according to the
users.

Pull 0, > Oreqct
It is the opposite of push, and happens when the proportion of shared items to the
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Figure 10.3: The mapping of the recommendation space to the reaction space. For a balanced content
differentiation, the distances between the users in the recommendation space must be preserved in the mapping to
the reaction space. That means, for example, d(u;, ug) = d(flu;), fug)).

union of items in the recommendations is smaller than the one in the reactions. In
terms of distance, this is the state when the distance imposed in the recommendations
(0rec) 1s greater than the distance observed in the resulting reactions (Gyeqc¢¢). This
happens when users come closer to each other—hence pulling each other—by con-
suming proportionally a larger number of items in common, and less of the items not
in common. This signals that the RS’s differentiation in the recommendation lists is
over-personalized beyond the users want it to be between them.

We can now delve into a more detailed explanation of the pull-push metric. Let recom-
mendation space be the set of users in the recommendations with a distance metric on the
elements, and reaction space the set of users in the reactions to the recommendations (e.g.
user clicks) with the same distance metric on them. We view the users in the recommen-
dation space, and in the reaction space as metric spaces that are related to each other by a
mapping, as shown in Figure 10.3. For a recommender system to be said in the balanced
state, the mapping from the recommendation metric space to the reaction metric space must
preserve the distance between users. Mathematically, the mapping from the recommenda-
tion metric space to the reaction metric space must be isometric. For our case, it means
the distance between each pair of users u; and w; must remain the same before and after
the mapping, i.e. Equation 10.4 must hold. It is this state of isometry that we consider a
recommender system’s balanced personalization. A good recommender system should be
able to impose differences in the recommendation lists that result in proportional, distance-
preserving reactions. Deviation from the balanced personalization is then considered a mea-
sure of disapproval of the degree of personalized differentiation.
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Figure 10.4: The imposed and resultant distances of a personalized recommendation using the recommendations
and clicks of two users. Arrows show that recommendations influence clicks. The difference between
RDistance and CDistance must be O in a balanced personalized differentiation.

d(u;, ) = d(f (), f () (10.4)

10.3.1. The Pull-Push Score

Figure 10.4 shows the relationship between recommendations and clicks for two users, u;
and u,. User u; is served R; and has consumed C;. Similarly, user u, is served R, and
has consumed C,. The arrows from Rs to Cs show the coupling—the direction of influence
of recommendations on clicks.

If recommendation lists for two users differ, that difference is the result of (personalized)
differentiation by the recommender system. Users will click on some and not on others,
and thus will have different click vectors from their respective recommendation vectors.
The difference between the clicks is the result of the difference imposed by the RS and the
difference created by the users’ own selection. The discrepancy between the difference in
recommendations and difference in clicks shows the magnitude of push or pull. We call
the discrepancy score between the differences in recommendations and the difference in the
user reactions a pull-push score.

The pull-push metric computes 1) the distance between the recommendation vectors
(0rec) to quantify the difference imposed, 2) the distance between the click vectors (G eqct)
to quantify the resulting difference and 3) the difference between the distances to obtain the
pull-push score. Mathematically, for a pair of users u; and w;, we define gy, in Equation
10.5 and 0y¢4¢¢ in Equation 10.6.
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Urecuiu. = d(RuirRuj) (10.5)

J

Oreacty,y; = d(Cui' Cuj) (10.6)

J

The o, is the distance that the system estimates and maintains between the two users.
Not all recommendations result in clicks. Within the imposed differentiation, users have
the freedom to consume some items and ignore others. For example, a certain RS may
recommend to u; and u, some number of (shared) items on Joe Biden and on Donald
Trump and some members of unshared items. The two users may ignore the shared items of
Joe Biden and Donald Trump and read only the respective unshared items, or they may only
read the shared items and ignore the unshared items. In the first case, the users would be
pushing each other away, signaling that the items in the overlap are not of interest to them.
In the second case, they would be coming together, “telling” the system that they like shared
content more than the other items.

Oreact 18 the measure of how different the users are in terms of the content they choose to
consume given the distance imposed by the recommender system. Using both gs, we define
& (the pull-push score), in Equation 10.7, as the difference between 0, and ;g -

6uiu]- = arecuiuj - Ureactuiuj (10.7)

10.3.2. Properties of the Pull-Push Metric

When 0, is 1, the pull-push metric is undefined. By definition, a g,,. score of I means
that the pair of users are in a state of absolute isolation from each other. In this state, they have
no shared items and we can not infer a score that is meaningful. For any Recommendation
Distance (RD) score in the interval [0, 1), the Click Distance (CD) score falls in the interval
[0, 1].

For any 0, # 1, the § score falls in the interval [0,¢c — 1,0,¢c]. Let us consider
two special cases, no personalization and extreme personalization, to illustrate this. For
no (personalized) content differentiation, ¢, = 0. The § range for this is [0 — 1, 0] =
[— 1, 0]. For an extreme content differentiation g, score is closer to I, which means the
RS has served nearly completely different content to the pairs of users. The § range for
this is (I — 1, I] = (O, I]. The o0y, score determines the range of §. This is due to the
fact that the user reactions are contingent upon the recommendations. If a RS has imposed
a distance of 0.8 between a pair of users, the users have a maximum further distance of
0.2 to be more different. They can not be more different than that since they can not go
beyond mutually exclusive consumption. They can, however, be as similar as they want by
the amount of shared content they choose to consume. Conversely, if the RS does little
or no content differentiation between two other users, the users have a large possibility of
consuming as different content as they want, but a smaller possibility of being more similar.

The potential & scores for all pairs of users in a RS fall in the interval [—1, I). Let us
consider two special cases of 0., and 0,4+ to determine the bounds of the interval. For
a pair of users with no content differentiation between them, o0,... = 0. Given this, let us
assume the user reactions result in a 0;-04.+ = 1, which means users ended up consuming
exclusively different content. The § score is O — 1 = — 1. This means the RS predicted the




118 10. Pull-push: A Measure of Over- or Underpersonalization in Recommendation

users to have exactly similar interests; the users, however, showed that they have as different
interests as it can be. Now consider the second case, where the g,,. score is almost I,
which means the RS has served nearly completely different content to the pairs of users.
Given that, the maximum possible § score is close to I. This is when the RS predicts the
users are nearly mutually exclusive; the users, however, show that they actually have exactly
similar interests. When we combine the highest possible and the lowest possible & scores,
we obtain [— 1, 1), which is the interval for the potential § scores for all pairs of users. The
practical score depends on the maximum and minimum content differentiation that a RS
imposes between pairs of users.

10.3.3. Interpreting Pull-Push Scores

A § score shows the magnitude of difference that must be either avoided or imposed, de-
pending on whether it is negative or positive, to arrive at the balanced differentiation. A &
score of 0.5 shows the need to avoid a distance score of 0.5 between the pair of users in
question. A § score of —0.5, on the other hand, shows the need to impose an additional
distance score of 0.5 between the users. A balanced differentiation is one that results in
6 = 0. While g, is the current level of differentiation, 0., is the differentiation that
the users want given the 0., and § is the amount of differentiation distance that needs to
be added to or decreased from the 0,-.. in order to achieve G, ¢qc¢-

The pull-push score quantifies the tendency of the users’ responses given the RS’s dif-
ferentiated recommendations. When § is positive (Pull), the tendency of the pair of users is
pulling each other or coming together. It indicates that users find the distance imposed in the
recommendations more than necessary. A positive score then is the degree of disapproval,
by the users, of the RS’s imposition of unnecessarily larger difference between them. We see
this as a measure of protest, by the users, at the imposed difference by choosing to consume
a larger proportion of the shared content.

If § is negative (Push), the tendency of the pair of users is drifting apart. Drifting
apart signals inefficient content differentiation; their drifting apart is their attempt to avoid
(protest) it. A Push is a measure of disapproval, by the users, of the lack of enough content
differentiation by the RS.

The § score is defined for a pair of users. We can aggregate § scores to obtain group-
or system-level averages. But we need to be careful not to sum up positive and negative
scores. By averaging all positive § scores, we obtain the average degree of disapproval, by
the users, of the RS’s unnecessary imposition of difference, and by averaging negative scores
we obtain the average degree of disapproval of the lack of content differentiation. Note that
a recommender system can, at the same time, be disapproved for not doing enough content
differentiation for some users and for doing over-personalization for some other users. It can
even be disapproved, by a single user, for over-personalization with respect to some other
users, and under-personalizing with respect to some other users. A user having a negative
& score with one user, and a positive § score with another user shows they are experiencing
both over- and under-personalization. When all pairwise § scores are O, the RS is said to
have achieved a balanced level of content differentiation for all users.

If a certain user-pair has a § score different from the balanced state of § = 0, it shows
that there is a potential for improving the recommendation system, by either increasing or
decreasing the level of content differentiation.
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10.4. Application on News Recommendation Datasets

In this section, we demonstrate applications of the metric on news recommendation. Large
datasets from news aggregators that provide personalized news recommendation and the
resulting user reactions would be especially suited for experimentation. But such datasets
are hard to come by. Instead, we chose two news recommendation datasets: simulated and
real-world. We use the simulated dataset to explore and show some interesting aspects of
the pull-push metric. The real-world datasets has some limitations that we will explain later.
But, first we discuss some practical considerations and choices.

10.4.1. Selection of Vector Components and Users

The components for the recommendation and click vectors can be either items served, meta
data about the items, named entities or other relevant features. For our experiment, we use
items for components in both the simulated and the real-world cases. The values of the
vector components are, however, different. For the simulated case, the values are Boolean
Os and Is. In the real-world case, they are counts of the number of times an item is shown
and clicked.

The users can also be of different granularity, such as the individual user, or cohorts of
users such as a demographic group, or a geographic unit. In the simulated case, we used
individual users. In the real-world case, we used a higher level granularity of geographic
units as users. The choice of the geographic unit for the real-world datasets has two advan-
tages. The first is that we wanted to overcome the data sparsity problem since our dataset
is not big enough. News recommendations result in less than 1% of the recommendation
being clicked, which together with a small dataset can be a big sparsity problem giving the
impression that many users have the same reaction lists. The second is that it offers us the
opportunity to quantify the RS behavior at higher user-granularity than the oft-used level of
individual users. There is evidence that geography [99], demography [133] and educational
background [134] affect the consumption of information. Given these limitations and op-
portunities, we found applying the pull-push metric at cohort-level both overcomes certain
problems of our available dataset and offers opportunity.

10.4.2. Selection of Distance Metrics

One can use different distance metrics depending on one’s tastes and goals. It is important
to normalize the vectors such that 0,,. and 0,.4¢ are comparable. In this chapter, we
experimented with two different distance metrics. For the simulated case, we used Jaccard
distance, which measures the difference (dissimilarity) between sets. When aggregating
users into groups, one might be interested in viewing recommendations and reactions as
distributions instead of as sets. We do exactly that in the real-world application, where we
use the Jensen-Shannon Divergence (JSD) distance metric, which is suited for comparing
distributions.

10.4.3. Application on Simulated Datasets

First, consider the user recommendation list and the reaction list as sets. For a distance metric
we use the Jaccard Distance Metric, given in Equation 10.2. Table 10.1 shows a simulated
data of users, sets of recommendations and the resulting sets of user reactions. We use
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Table 10.1: Simulated data of a RS’s recommendations showing users, sample sets of recommendations, and sets
of the resulting user reactions. R and C stand for recommendations vector and click vector respectively, and u
stands for user. The value O represents shown (clicked) or and the values I represents not shown (not clicked).
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this simulated data to highlight some possible pull-push scores that can show interesting
relationships between recommendations and the resulting user reactions.

Let us consider a few pairs of users that are interesting. Users u; and u, are recom-
mended exactly the same set of items. The Jaccard distance between their recommendation
lists is, therefore, O. Given these exact sets of recommendations, the users ended up con-
suming exclusively different content. The Jaccard distance between their clicks is, therefore,
Oreact = 1. The pull-push score for this pair of users is O — 1 = — 1. The RS predicted
that this pair of users has exactly the same interests; the users disagreed by consuming as
different content as possible.

By contrast, users uz and uy (see Table 10.1) are recommended nearly mutually ex-
clusive sets of items, that is, a distance score of g,,. = 0.8. Despite that, they ended up
consuming exactly the same sets of items, resulting in 0;.,4.¢ = 0. This gives a pull-push
score of 0.8. This positive pull-push score is the magnitude of unwanted difference imposed
between them. According to the users themselves, less differentiation of content between
them would have been better to meet their interests. In this case, the RS predicted a distance
of 0.8, but the users wanted a distance of O, a state of no content differentiation between
them.

The cases of the two pairs of users, ©; and u,, and uz and u,, show users turning out
completely the opposite of what the RS predicted them to be. Users can also protest the
RS’s differentiation by ending up more different or more similar than the RS makes them
to be. For instance, users ug and u; are recommended the same sets of items as users ug
and uy. In both cases .. = 0.8. The user reactions are, however, very different. In the
case of users ug and uy, they ended up consuming exactly the same sets of items, despite
the large content differentiation imposed by the RS. In the case of users ug and u, they
ended up consuming even more different items, resulting in a pull-push score of § = —0.2.
Given exactly the same sets of highly differentiated recommendations, one pair of users
ended up consuming exactly the same content, and another pair asked for even more content
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differentiation, a mutual exclusivity. Similarly, given highly similar recommendations, users
can end up consuming either mutually exclusively different or even more similar items.
Users u; and us are recommended exactly the same sets of items, and they have also
consumed exactly the same sets of items. The pull-push score for this pair of users is 0.0.
The simulated examples above show some possible differentiation and some possible
resulting user reactions. Users agree or disagree with the RS’s differentiation by the mag-
nitude and sign of the pull-push score.

10.4.4. Application on Real-World Datasets

For this part of our experiment, we use datasets of recommendations and clicks collected
from a real-world recommender system’s recommendations and reactions. We view the
recommendations and the clicks as distributions, as opposed to sets because 1) the counts
of recommendations and clicks are not suited for set-based processing 2) sometimes there
is a need to treat recommendations and clicks as distributions and 3) we want to use this
opportunity to show a distribution-based distance metric.

Our datasets were extracted from user interaction history in the Plista platform, which is a
recommendation service provider that offered the Open Recommendation Platform (ORP)..
The platform brought together online content publishers in need of recommendation services
and news recommendation service providers that provide recommendations by plugging
their recommendation algorithms to the platform. The recommender we used is a simple
recency-based recommender that does little content differentiation as it recommends the
most recent/popular items.

Several media outlets were present in the consumption of recommendation services. For
our analysis we choose two popular German news and opinion portals: Tagesspiegel? and
KStA3. For user groups, we chose the 16 states* of Germany.

Data Pre-processing

For each state of Germany, we prepared recommendation and click vectors. The compo-
nents of the vectors are items and the values are the number of times the items have been
shown and clicked in the state. A sample of the recommendation and click vectors for two
states, Berlin and Bavaria, are shown in Table 10.2. We prepared such vectors of recom-
mendation and clicks for each of the 16 states of Germany, which results in 16 pairs of
recommendation-click vectors, one pair for each German state. The union of all the items
that appeared in the recommendations in any of the geographical regions were used as the
vector components, thus harmonizing the vector components across all states. Then, we used
add-one smoothing in both vectors. The vectors are then converted to conditional probabili-
ties of recommendation | state and click | state by dividing the vectors by the sum of
all recommendations and the sum of all clicks, respectively. As two conditional probabilities
that have the same dimensions, they are normalized for the computations and comparisons.
Using these conditional probabilities, we compute the pull-push score for each pair of states.

Ihttps://www.plista.com/wp-content/uploads/2017/07/plista ORP final.pdf,
accessed in August 2017

2www.tagesspiegel.de

3http://www.ksta.de

4https://en.wikipedia.org/wiki/States of Germany,in July 2023
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Table 10.2: A sample of recommendation and click vectors for Berlin and Bavaria before smoothing and
normalization.

Item ID Berlin Bavaria
Reco Click Recom Click

139831852 2800 3 5000 112

138367374 4000 1 376 20

139820561 178 24 804 18
140465405 657 249 1060 10

Application

For a distance metric, we use Jensen-Shannon Divergence (JSD), defined in Equation 10.8.
JSD is a symmetric and normalized distance metric based on KL-divergence, defined in
Equation 10.9. JSD is suited for calculating distances between distributions. After estimat-
ing probability distributions for recommendations and clicks, we use JSD to compare how
different they are.

1 X+v), 1 X+71)
JSD(X,Y) = [SKLX, =) + S KLY, ——) (10.8)
Xi
KL(X,Y) :le- lny— (10.9)
i

l
Using JSD as a distance metric, we applied the pull-push metric to the recommenda-
tion and click vectors of the 16 German states. We did this for the two news portals of
Tagesspiegel and KStA. The pull-push scores for the two publishers are all negative, av-
eraging —0.224 for Tagesspiegel and —0.213 for KStA. Both scores indicate the lack of
enough content differentiation, which is unsurprising for a recency-based recommender sys-
tem. The smaller average score for KStA can be explained by the fact that KStA has a more
geographically local readership as compared to Tagesspiegel which is a nationally read portal
[99]. A more local readership means less geographical diversity in interests and preferences.
The pairwise pull-push scores for a sample of 10 states> are presented in Table 10.3.
The upper diagonal shows the pull-push scores for Tagesspiegel and the lower diagonal for
KStA. The diagonal cells which are left empty are O because there is no pull-push between
a state and itself. When we compare the pull-push magnitudes for the same pairs of states
in Tagesspiegel and in KStA, we find that, in most cases, their scores in Tagesspiegel are
greater than those in KStA. For instance, the pull-push score for Berlin-Saarland is —0.404
in Tagesspiegel, while it is —0. 194 in KStA. The magnitudes of the scores indicate that the
need for more content differentiation between the state of Saarland and the state of Berlin in
the news portal of Tagesspiegel is greater than in the news portal of KStA. The two largest
pull-push scores are, however, found in KStA, and they are Westphalia-Bremen (—0.569)
followed by Westphalia-Mecklenburg (—0.561). These pairs of states have shown the
largest interest for more content differentiation.
The pairwise pull-push scores are presented in the Multidimensional Scaling® visualiza-

5We show a sample of 10 because the 16 states do not fit on a page.
6https://scikit-learn.org/dev/modules/generated/sklearn.manifold. MDS .html, accessed in August 2022
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Figure 10.5: A multidimensional scaling of the pull-push scores for Tagesspiegel. The visual distance between
states is proportional to the magnitude of the pull-push score. We observe that the highest distances are
Berlin-pairings followed by Brandenburg-pairings.
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Figure 10.6: A multidimensional scaling of the pull-push scores for KStA. Visual distances between states are
proportional to the magnitude of pull-push scores. We observe that the highest distances are between Westphalia
and the other states.
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Table 10.3: Adjacency matrix of pull-push scores for select 10 states of Germany. Bav, Ber, Bre, Hes, Sax, Ham,
Mec, Saa, Thu and Wes stand, in that order, for Bavaria, Berlin, Bremen, Hessen, Saxony, Hamburg,
Mecklenburg-Vorpommern, Saarland, Thuringia and Westphalia. The part above the diagonal is for Tagesspiegel
and the part below the diagonal is for KStA. Comparing the corresponding scores for Tagesspiegel and KStA, we
observe that, for most pairs, the absolute value of the scores in Tagesspiegel are larger than those in KStA, an
indication that overall there is more potential for personalization in the former. Individually, Westphalia in KStA
has the largest absolute pull-push scores, an indication that there is a bigger potential for personalization in this
state than in any other states.

Bav Ber Bre Ham Hes Mec Saa Sax Thu Wes

Bav -0.221 -0.307  -0.201 -0.146  -0.306  -0.349  -0.196  -0.263  -0.129
Ber -0.187 -0.366  -0.264  -0.233  -0.359  -0.404 -0.256  -0.321 -0.204
Bre -0.271 -0.204 -0.206  -0.269  -0.161 -0.156  -0.231 -0.174  -0.334
Ham  -0.215  -0.158  -0.149 -0.176 ~ -0.212  -0.245 -0.166  -0.185  -0.221
Hes -0.167  -0.164  -0.247  -0.184 -0.271 -0.31 -0.177  -0.227  -0.156
Mec -0.267  -0.192  -0.087  -0.134  -0.235 -0.165  -0.228  -0.173  -0.334
Saa -0.267  -0.194  -0.087 -0.137  -0.235  -0.086 -0.265  -0.194  -0.377
Sax -0.218  -0.158  -0.138  -0.126  -0.188  -0.125  -0.125 -0.195  -0.21

Thu -0.257  -0.185  -0.098  -0.127  -0.227  -0.083  -0.091 -0.121 -0.288

Wes -0.389  -0452 -0569  -0.502  -0401  -0.561  -0.56 -0.509  -0.554

tions in Figure 10.5 and Figure 10.6 for easy viewing. The scalings are a way of visualizing
data points in a high-dimensional space by mapping them to a lower-dimensional space, by
preserving the relative (not actual) distances between them. As can be observed from the
figures, the states in Tagesspiegel are generally more scattered, indicating a larger gap be-
tween the states’ needs for content differentiation and current differentiation levels. Looking
at specific pairwise scores for Tagesspiegel, we find that Berlin-pairings show greater push.
Next to Berlin, Brandenburg-pairings show greater push. A possible explanation is the fact
that Tagesspiegel is primarily a local portal for Berlin and Brandenburg, whose pull-push
distance is not very big, as can be seen from the figure. As such, Berlin and Brandenburg
are showing a need for a more differentiated content, probably more local recommenda-
tions, as opposed to the other states which would probably be more interested in the more
national-level news.

For KStA, Westphalia-pairings exhibit the tendency to differentiate from each other.
This can also be explained by the fact that KStA is based in Cologne and most of its readers
come from Westphalia (the state with capital Cologne) [99]. That means that the scores
indicate more need for content differentiation between Westphalia and the other states. As
Tagesspiegel is local to Berlin and Brandenburg, so is KStA for Westphalia.

The content differentiation needs, indicated by the pairwise scores in Tagesspiegel and
in KStA, are consistent with intuitions and previous findings of the impact of geography on
news consumption [99]. For example, both Tagesspiegel and KStA have local news cate-
gories and a previous report [99] showed that those categories are mainly read by Berlin
(and Brandenburg) and Cologne (Westphalia), respectively. Apparently, the recommender
system has not captured these trends, and hence the bigger push scores we observe.

The pull-push scores give the opportunity to observe the impact of content differentiation
at both aggregate and pairwise levels at the chosen user granularity. At the aggregate level, it
shows the degree of differentiation success at the level of the system or the section of users.
At the pairwise level, it shows a fine-grained score at the level of pairs of users, opening
a possibility for selective intervention, without affecting other pairs. For example, one can
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decide to only fine-tune differentiation between Westphalia and the rest of the other states,
without affecting the rest of the other pairs.

10.5. Discussion

The pull-push metric is a generic user-centric metric that measures a RS’s content differ-
entiation success/failure at meeting user content differentiation needs as a function of the
differences between user-pair differences in recommendations and in the resulting user reac-
tions. It is a versatile metric allowing the choices of the vector components or the members
of the set, the distance metric and the user granularity—one can use demographic levels,
geographic cohorts or gender groups. The ability to produce average scores and pair-wise
scores provides RS practitioners and researchers with a useful and practical measurement
to zoom in and zoom out to gain insights and to subsequently intervene.

The pull-push measure is related to several other measures. The Pull-Push score con-
cerns itself with content differentiation into recommendation lists. Personalization, how-
ever, covers the ranking of the recommendation lists. Below, we show how pull-push’s
measures on the differentiation of recommendation lists and “the potential for personaliza-
tion” can be combined to produce what we call “potential for improvement”. We also discuss
the pull-push score in relation to popularity bias and how the latter can be punished, if need
be. In measuring personalization, one comes face-to-face with normative standards on news
journalism. We therefore discuss the pull-push score in relation to this too. Finally, we
discuss the limitations and weaknesses of the metric.

10.5.1. Potential for improvement

In Section 10.2, we have explained earlier the difference of the pull-push metric with Tee-
van et al.’s “potential for personalization” [126]. The two metrics concern themselves with
different stages of the recommendation process: the pull-push metric with the content differ-
entiation to recommendations lists, and the potential for personalization with the reranking
of the recommendation list. When using the potential for personalization, if the user clicks
the recommended items in the order of their ranking, then the potential for personalization
(henceforth ¥) is O. There are other differences related to the main difference. The potential
for personalization does not penalize a RS for showing more irrelevant items as long as the
ranking of the clicked items is correct. Recommending 20 items whose three top-ranked
items are clicked and recommending 3 items which are all clicked have the same potential
for personalization. In the pull-push case, a RS is penalized for showing items that are not
clicked.

In our case, there are two cases for improvement. One is when the pull-push score is in
push state (negative pull-push score), indicating that the users find the content differentiation
between them falling short of meeting their preferences. This can also be viewed as the
amount of potential for personalization at the content differentiation stage, as opposed to
the ranking stage. There is a potential for personalization for a user in the pull-push case
wherever the pull-push score with another user is negative. If we sum up all the negative
pull-push scores a user has with other users and average them, then we can say we have the
average potential for further differentiated recommendations for that user. If we do the same
for all users, we can then compute the average potential for personalization for all users.
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The pull-push and Teevan et al.’s potentials for personalization differ, but they compli-
ment each other. Both indicate potentials for differentiation (personalization), but at two
different stages (the selection of a recommendation list and the ranking of the recommen-
dation list) of the recommender system. They can be combined (assuming equal weight)
as in Equation 10.10 to obtain the total potential for personalization (PP) at both stages.
We use |push | because push is negative, and the sign is not needed in this case. By di-
viding the score by two, it would fall in the interval [O, I] where O indicates no potential
for personalization at both stages and I indicates the highest possible potential for content
differentiation. The highest potential is when § = 1 and y = 1. Essentially, therefore,
the amount of potential for personalization in this combined sense is the amount of further
effort/struggling needed to select items the users want and to rank them according to how
the user would click them.

el +
pp = W (10.10)

The other potential for improvement in the pull-push case is when the pull-push score
is pull state (positive pull-push score), indicating that users find the content differentiation
more than that is necessary. Since this score is not the desired balanced state, it can be seen
as a potential for improvement. We refrain from calling it a potential for personalization
because a positive score indicates the need for less personalization. In the sense of effort
needed to bring the recommendation list to what the users want, however, it represents a
potential for improvement. Since positive score, negative score or the potential for reranking
all indicate the need for further efforts to satisfy the user interests, we can combine them
all to obtain the total potential for improvement (pi) as in Equation 10.11. The potential
for improvement would again fall in the interval [0, I]. When one needs to take action,
however, one needs to first check the sign of the § score to see whether to do less or more
personalization at the level of the production of the recommendation lists.

_1ol+y
p 2

(10.11)

10.5.2. The Pull-Push Metric and Popularity Bias

The pull-push metric is in part a precision-oriented metric [135] in that the score calculation
starts with the recommendation list (top-N) and the resulting user reaction list. A known
problem of top-N-based evaluation metrics is popularity bias, which is the act of rewarding
arecommender system that recommends popular items, as opposed to rewarding algorithms
that personalize content according to user needs [136, 137].

The dominant opinion is that popularity bias is an undesirable bias and should therefore
be removed [136, 138—140]. Canamares and Castells [137], however, ponder about whether
we actually want to get rid of the popularity bias. They ask thus: if recommending popular
items happens to be the right thing to do, then should not recommending them be favored and
rewarded? Regardless of the opposing views in whether popularity bias should be removed
or not, popularity bias is a prevalent property in recommender systems and their evaluation
metrics. We would, therefore, like to discuss the pull-push metric in relation to it.

The pull-push metric is susceptible to popularity bias in that a recommender system
that recommends popular items can achieve as good a pull-push score as another one that
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does good personalized recommendations. For instance, if a certain recommender system
recommends the top 3 popular items to two users, and both the users click on three of them,
then pull-push score would be O, indicating a balanced content differentiation. While this
may not be a problem for a recommendation provider interested in maximizing clicks, or the
user who is content with being recommended popular items, there are situations where one
would like to diversify content recommendations or to penalize popularity bias.

One way to penalize popularity bias in the pull-push metric is to look at the g, score
in addition to the § score. A higher o,,. shows a higher level of content differentiation
(personalization). A recommender system with a higher o,.,. score and a lower & score
shows that the recommendations have been differentiated (personalized) and that users are
content with the differentiation.

10.5.3. Pull-Push Score, Normative Standards, Filter Bubble and Fair-
ness

Developing a metric to quantify recommendation success is tricky because it touches on the
doubly contested area of normative standards for journalism. Normative standards for hu-
man journalism are pluralistic, and already contested. Normative standards for algorithmic
journalism are doubly contested [3]. As journalism is a normative activity, scholars state the
importance of going beyond descriptive investigation to consider the normative implications
(even if it is a contested) of algorithmic recommendation [3]. Encouraged by this call, we
attempt to relate the metric to the discussion on normative standards and to ground it on a
particular normative framework.

Natali Helberger [141] outlines three democratic models, namely liberal, participatory
and deliberative, that are used in assessing media, and she discusses their implication for
news recommender systems. In the liberal democratic model, recommender systems put
user interests and preferences central stage. Under this model, it is the prerogative of cit-
izens to choose what information they need, and also it is fine for a news platform to pro-
vide information items customized to the needs of the user. In the participatory model, the
participatory recommender will need to make sure recommendations are fair and inclusive
representation of different ideas and opinions in society, in addition to making the user gain
a deeper understanding and make them feel engaged. This democratic model operates out
of principles to nudge users to “powerful ideas and opinions”. In the deliberative model,
the media assumes a public forum function where “the different ideas and opinions in a
democratic society can be articulated, encountered, debated and weighed”.

The pull-push metric, as a user-centric metric of content differentiation effectiveness
falls under the liberal democratic model. This means that user-interest takes center stage
along with attendant implications. For example, issues of filter bubble, fairness, inclusive-
ness and diversity will need to be seen from the perspective of user interest and preference.
Personalization is a response to information overload. In fact, we can consider the size of
the push score as a measure of information overload yet to be mitigated to arrive at the
user-preferred recommendation list. Under the liberal normative standard, mitigating this
information overload is a necessity. As we over-personalize, however, we risk isolating the
user in a filter bubble [13], which is a societal concern. In the liberal model, as long as the
user somehow does not see the filter bubble as a problem, it is fine and does not need to be
avoided since the user decides for themselves.
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Similarly, the presently hot issues of bias and fairness [142—144] will only be consid-
ered from the perspective of user interest. Recommender systems are multi-stakeholder
environments. Fairness notions may contradict not only utility, but also fairness notions of
the different stakeholders. What is fairness in this context, fairness for whom, and accord-
ing to whom? Castillo [143] views algorithmic fairness in ranking from the point of view
of the people and organizations that are being searched. Edizel, et al. [145] views fairness
in recommender systems from the point of view of users. Burke [146] proposes that rec-
ommender systems have different fairness requirements for the different stakeholders. News
recommendation is different from other recommendations because items are ephemeral, and
unlike recommendations whose aim is post-click conversions (buying an item or booking),
news recommendation ends with clicking and maybe dwell time. Defining fairness in terms
of the predictability of sensitive attributes, as did Edizel, et al. [145], does not account for
discrimination on legitimate grounds such as on the basis of different base rates [147]. For
example, Edizel [145] presents two specific reddit threads, “makeupaddictions” and “csca-
reerquestions”, whose 97% and 84% of their comments are submitted by females and males
respectively. It does not make sense, in the liberal democratic model, to eliminate the pre-
dictability of gender from the recommendation matrix involving these threads. If the pull-
push score is O, meaning a balanced personalized recommendation for each user according
to the user themselves, can the recommender system be considered unfair? We surmise that
while a non-balanced pull-push score may not necessarily indicate a measure of unfairness,
a balanced score does not imply unfairness, as long as the user perspective is concerned.

10.5.4. Limitations of the Pull-Push

The pull-push measure assumes enough presence of shared items between the recommen-
dations lists for the users to be able to diverge or converge. When over-personalization is
so high that the generated recommendation get closer to disjoint sets, the pull-push scores
are highly distorted. Interpreting a pull-push score in this situation can be a bit problematic.
We consider this as one limitation.

Another limitation is data sparsity. Since reactions (for instance clicks on items) are a
small fraction of the recommendation list, pull-push is susceptible to data sparsity. In our
case, we have minimized this by using the higher user-granularity of a geographic region,
but data sparsity at the individual user level may be a bigger problem. We recommend the
use of large datasets to minimize the impact of data sparsity.

Although not infeasible to integrate in future work, at the moment, the metric does not
consider time. We have used a batch dataset, but maybe a time series analysis could be more
appropriate. Finally, we do not consider our dataset the best possible choice for analysis
using this metric, because recommendation was recency based, meaning doing almost no
personalization, leading to negative scores. That is why our scores are all negative indicating
push. An additional dataset of recommendations lists and the resulting user reactions from
a recommender system that actually implements some personalization would be very good
to compare it to our dataset, but such datasets are hard to come by in the public domain.
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10.6. Conclusion

Personalized recommendation list generation can match users with items of their interest and
lead to increased engagement, but it can also mean that users may end up more differentiated
beyond what they want. To see whether our differentiated recommendations fall short of
the ideal content differentiation or goes beyond what is necessary, we introduced the pull-
push metric to measure the success of a RS at generating user-preferred recommendation
lists. The metric quantifies the degree of pull or push between users using the difference in
recommendation lists and the difference in the resulting reaction lists.

In the pull-push measure, the production of personalized recommendations is viewed
as the act of imposing some difference (distance) between pairs of users in terms of the
items they are recommended to. This view of content differentiation is carried to the pull-
push metric offering a novel way of measuring a RS’s content differentiation effectiveness
in meeting users’ differences in interests and preferences. The metric is an abstraction from
the actual recommendation lists and the resulting users’ reactions; it concerns itself with
the preservation of the differences or similarities introduced at the recommendation stage in
the resulting user reactions. The pull-push metric is suited to the practical exploitation of a
recommender system, as it can be used to get insight at different granularities and to suggest
a course of action at any stage of the deployment of a recommender system. The metric
is versatile allowing choices in distance metric, user granularity, vector components and
their values. With appropriate normalization of the vectors, pull-push distance scores fall in
an interval with endpoints, making it possible to compare different recommender systems’
personalized differentiation success.

We applied the method to simulated and real-world datasets, using different distance
metrics and different granularity of users. In the simulated case, we used the set-theoretic
distance metric of Jaccard distance and individual users and in the real-world one, we used
Jensen Shannon distance (a distance metric for probability distributions) and cohorts of
users of geographical units. The abstraction to geographical cohorts of users provided us
with two advantages: less data sparsity and an opportunity to examine (personalized) con-
tent differentiation at a higher user granularity. In the simulated case, we showed different
interesting scores of the pull-push score and their interpretations. In the real-world experi-
ment, the pull-push score suggested the presence of under-personalization (explainable by
the importance of recency in news RS), and therefore a potential for more personalization
when the desire is to satisfy user interests.

We have discussed the metric in relation to other very related metrics on personalization
and shown how it can be combined with the “potential for personalization” to serve as a
metric of the potential for improvement in the content differentiation and the ranking stages
of a RS. Also, we discussed how the metric is susceptible to the known popularity bias of
recommender systems and offered a way to penalize the bias in case one wants to do so. We
also discussed the metric in relation to normative standards, and fairness in recommender
systems. Finally, we discussed the limitations of the pull-push metric.

The pull-push metric is user-centric and in tune with liberal normative vision and the
fundamental tenet of personalization, that is, that users have differences in information in-
terests and preferences. In the pull-push measurement, a balanced (personalized) content
differentiation is one where the proportion of imposed differences during recommendation
are approved in the resulting user reactions. If that is not the case, it indicates a degree of
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disapproval of the RS’s under-personalization (push) or over-personalization (pull) by the
users themselves.
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Conclusion

This dissertation covers research into the different stages of the recommender system pipeline.
We started with the exploration of approaches to a special type of recommendation task, that
of CCR, and delved into the investigation of the stages of a recommender system pipeline,
to further the understanding of the components of the recommendation pipeline and the
impacts of choices on the overall system.

In particular, we investigated approaches to the task of CCR, where we explored string-
matching methods where entities are represented with an expanded set of labels and machine-
learning approaches that try to combine our best entity representation and best-performing
algorithms. We then proceeded to investigate the interplay between feature sets and machine
learning algorithms. We demonstrated the inherent interplay between the feature sets used,
the algorithms selected and their impact on the conclusions we make. Following this, we
focused on the filtering stage of the recommendation pipeline and its implications on the
later stages of the pipeline and overall performance. We maximized for recall, establishing
an “upper-bound” recall for the filtering task in CCR and conducted an error analysis to
identify the causes of some documents not being retrieved.

Next we focused on News Recommendation. Our work on news recommendation in-
volved a multi-perspective investigation of news recommenders and their evaluation. Unlike
in CCR, where the target user is an entity represented by a KB profile such as a Wikipedia
article and the items to be recommended are considered for their citation-worthiness, the
user in news recommendation is an actual individual that reads news and the items are rec-
ommended to satisfy the user’s interests and preference. This poses different challenges and
requires a different approach.

We started with an investigation of the influence of geographical information on news
consumption and a comparison of recommender systems in an online setting, where we also
incorporated geographical information for improving recommendation lists. This research
was carried out in a real-world setting where news providers and recommendation providers
were brought together in a common platform. Upon observing discrepancies in our initial
experiments and in reported performance differences of new recommendation algorithms,
we conducted a multidimensional investigation of news recommendation evaluation to un-
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derstand the factors affecting performances and evaluations. We quantified and classified
causes of “random” or idiosyncratic performance differences in online recommender system
evaluations, evaluated recommender systems in offline and online settings, and investigated
recommender system performance (in)consistencies across years. We highlighted the incon-
sistencies and problems in reported news recommender performances in different evaluation
settings and advised against accepting any reported improvements as real improvements as
there is a significant performance difference as a result of idiosyncratic and “random” causes
not related to the algorithm’s performance.

Finally, we zoomed in on the broader role of recommender systems in society. Rec-
ommender systems are seen, on one hand, as mitigating information overload, and on the
other hand isolating users in filter bubbles, which are only partially their own choices. This
debate, measured from a societal perspective, assumes the presence of overpersonalization.
However as the degree of personalization of recommender systems is hard to measure, the
arguments lack quantification and tend to be opinionated. To help address this, we proposed
a user-centric metric for quantifying the degree of over- or underpersonalization of a rec-
ommender system from the user perspective. We demonstrated the metric on simulated and
real-world datasets. We believe this contributes to the debate on the impact of personalized
recommendations in society by providing a method for quantifying the degree of personal-
ization.

11.1. Main Findings

We present the main findings of this thesis by providing answers to the research questions
posed in the introduction chapter grouped by research themes.

11.1.1. Theme I: Cumulative Citation Recommendation

Knowledge Base Acceleration aims to improve the knowledge base maintenance and cura-
tion process by developing systems that automate the preparatory tasks and leave the final
reduced task to be executed by human curators with less effort. Its sub-task, CCR, is defined
as, for pre-selected KB entities, filter, rank and recommend items, from a stream of docu-
ments, according to the relevance (citation-worthiness) of the documents to the KB entity
profiles. Three broad areas have been investigated under this theme.

11.1.2. Approaches to KBA-CCR Task

We first explored two approaches to the KBA-CCR task. Two principal approaches, string-
matching approaches [27] and machine learning approaches [148]. Different variants of
string-matching and two multi-step machine-learning approaches were employed. We first
asked the following research question:

RQ1 How do simple string-matching approaches to the CCR task perform?

Using rich entity representations from a resource called Google Cross-Lingual Dictio-
nary (GCLD), we experimented with a string-matching approach where we aimed to sep-
arate the central + relevant documents from the garbage and neutral ones. This approach
performed well achieving one of the best results in comparison to other participating sys-
tems in the TREC KBA task. We observed that two factors affect the task of CCR: entity
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representation and the scoring function used. A very important point is that entity repre-
sentations should be used as they are i.e. without lower-casing and without stripping off
punctuation. The importance of scoring was observed by different scoring functions which
resulted in different results.

The GCLD resource we used for entity representation is a mapping, with a probability
distribution, from strings to concepts and vice versa. The approach of representing entities
with rich labels and alternative names from the GCLD achieved good performance in gen-
eral, but it was especially good at recall. Having observed that the state-of-the-art approaches
to the KBA task employed multi-step classification and learning-to-rank approaches, we de-
cided to experiment with these, among others, by using our rich entity representation for
feature engineering. We sought to answer the following research question.

RQ2 Does the use of the rich entity representations from our string-matching approach with
machine learning approaches result in improved performances?

Using different feature sets in classification algorithms J48 and Random Forest, we ex-
perimented with different variations of training datasets. For entities for which rich rep-
resentations exist, and for the combined central+relevant documents, the machine-learning
approach achieved competitive results. The approach, however, was weak in identifying
citation-worthy information for Twitter entities and lesser-known Wikipedia entity groups.
This is expected since almost none of the rich features did apply to them.

Generally, our machine-learning approaches to the CCR task in the 2013 iteration of
the TREC KBA track did not do well, especially in relation to the fact that the rich entity
representations we used did well in the 2012 track. One reason is due to the change of the
CCR task in TREC KBA 2013, especially the introduction of less-known Wikipedia and
Twitter entities. They achieved competitive results for well-represented entities, but even on
that, the string-matching approach to the TREC KBA task was better. The performance and
simplicity of the string-matching approach also make it more attractive.

To the best of our knowledge, there are no research works directly focusing on the re-
search question addressed here. There are, however, relevant new developments in neural
approaches and pre-trained models. The CCR task can be cast as a text ranking problem
where documents are ranked according to their relevance to the preselected entities, and
deep learning approaches or pretrained transformers can then be used to accomplish the task.
Alternatively, state-of-the-art neural-based entity-mention detection and entity-linking tools
can be applied to accomplish some stages of the CCR pipeline. Flair [73] which is used as a
state-of-the-art entity-mention detection tool, end-to-end entity linker RefiNED [74] based
on transformers, REL (Radboud Entity Linker) [75] which uses Flair for entity mention de-
tection, GENRE [76] and BLINK [77] both using fine-tuned BERT architectures can be
employed. A more promising approach might be to use neuro-symbolic approaches (com-
bining neural representations, string-matching approaches and knowledge graphs) [85, 86].

There is a relationship between our string-matching approach using rich entity repre-
sentations performing well and the success of sub-word tokenization methods (including
the compression algorithm Byte-Pair Encoding (BPE) [87]) and neural approaches, indi-
cating that the frequency of mention of (parts of) the query terms in a document is related
with the document being relevant to the query. Findings about LLM’s ability to memorize
factual knowledge about entities also support this. Recent studies have shown that the more




136 11. Conclusion

frequent mentions of an entity there are in input data, the better that LLMs will memorize
facts about the entity and answer factual questions about it [88, 89]. In other words, LLMs
find it hard to memorize facts and therefore to answer questions about entities mentioned
less frequently in input data. All of these attest to the time-tested but underrated knowledge
that the occurrence of query terms in a text is a strong indicator of a document’s relevance
to the query [90].

The Interplay Between Features and Machine Learning Algorithms

Spurred by our finding in our machine learning approaches that the relative performance
ranking of our machine learning approaches contradicted their reported performance rank-
ing in the literature, we abstracted away from the specific KBA-CCR task to investigate
the interplay between the choices of feature sets and machine learning algorithms and their
impact on relative performances [42]. We asked the following research question:

RQ3 How does the interplay between the selection of features and the choice of algorithms
affect performance?

By focusing on feature selection and subsequent choices of machine learning approaches,
we investigated the interplay between choices of features and the performance of machine
learning algorithms. By varying the number of features and the choice of feature sets based
on the contribution of each feature element, we found that 1) a reduced powerful feature set
achieves better performance than a large feature set, and 2) the relative performance rank-
ings of machine learning algorithms can vary significantly with the choice of feature sets.
The second finding suggests that when comparing recommendation approaches that involve
machine learning approaches in their pipeline, performance does not only depend on the
choice of the algorithm but also the feature set used. Specifically, we showed that one algo-
rithm’s performance ranking can change when the feature sets used are changed. We should
therefore be careful in generalizing conclusions when we compare the performance of ma-
chine learning algorithms that use different feature sets, and be very careful in claiming the
superiority of one particular machine learning algorithm over the other.

The Impact of Filtering and Unfilterable Documents

Following our investigation of the interplay between feature sets and machine learning al-
gorithms, we decided to investigate the first step, the filtering task, in the KBA-CCR rec-
ommendation pipeline [149]. We strove to investigate the extent of the impact of so-called
“unfilterable” documents on the overall performance. We asked the following research ques-
tion:

RQ4 How big is the impact of the initial task of filtering in the KBA-CCR overall perfor-
mance, and what makes documents unfilterable?

We examined the effect of the filtering task from different sides, cleansing, entity profiles,
types of entities (Wikipedia or Twitter), categories of documents (news, social, or others)
and the relevance ratings (vital or relevant) on recall and overall performance.

We found that cleansing (standard text preprocessing procedures) can result in reducing
recall up to 21% by removing (partial) document content. This finding applies more so in
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relevant documents than vital (citation-worthy) ones. While this impact of cleansing docu-
ments negatively impacts the recall, it has a positive impact on the overall performance of
ranking vital documents for Wikipedia entities and a negative impact on the overall perfor-
mance of the ranking of relevant documents. This suggests that cleansing can be used or
not depending on whether the interest is in vitally relevant documents or just relevant docu-
ments. This is explained by the fact that centrally relevant documents that usually mention
entities by their canonical and/or alternative names are less affected by cleansing as opposed
to relevant documents where cleansing can remove related links and advertisement that may
contain a (tangential) mention of the entities.

We also found that the types of profiles we choose matter for the filtering task. Canonical
representations work better for Wikipedia entities, and partial name variants perform best
for Twitter entities. For maximum performance, different entities, relevance grades and
document types (social posts and news) should be approached differently.

Our quest in exhaustively examining the filtering stage from different angles is to es-
tablish an “upper bound” on recall for the CCR task in question and to identify the cir-
cumstances under which documents become unfilterable. Hereafter, we study the accessed
relevant documents that have been missed completely when matching surface forms known
to us. For our case, we found an upper bound recall of 90%. The 10% unfilterable docu-
ments were found to fall into one or more of the following cases: outgoing link mentions,
an event becoming relevant for the venue, a related entity mention becoming relevant to the
entity, the mention of the main area of operation of an organization becoming relevant to the
organization, the mention of group name becoming relevant to an individual member of the
group, an artists work becoming relevant to the artist, the mention of a politician becoming
relevant to the political party, and sometimes just one needs to have a world knowledge to
understand why a document is relevant to an entity. Sometimes it is simply not clear as to
why assessors deemed some documents relevant for some entities. While more advanced
entity profiling techniques may resolve some of these cases, there will be some documents
that are not amenable for automatic filtering, establishing an upper bound on the filtering
stage and subsequent parts of the pipeline.

Recent work on token-free neural models operating directly on raw text [93] seems to
support the observation that cleansing impacts recall. Specifically, token-free neural models
are more robust to noise and perform better on tasks that are sensitive to spelling. Both indi-
cate that the preservation of information in representation helps in improving performance.

Filtering is the first step in KBA-CCR tasks, where the document collection is large and
a technical challenge to handle, and it is an important step because it impacts all the subse-
quent parts of the KBA-CCR recommendation pipeline. In bench-marking initiatives such as
TREC KBA where systems employ different pipelines starting with filtering and where sys-
tems are compared based on overall performance, either using a uniform filtering algorithm
across all participants or a use of scoring where the impact of the used filtering is accounted
for can result in a more useful system comparisons. If this can be combined with similar
handling of the interplay between feature sets and performance of machine learning algo-
rithms for pipelines that employ machine learning algorithms, for example by uniformizing
the feature sets or accounting for their impact on the overall performance system, comparison
of systems in bench-marking initiatives can be fairer, clearer and much more useful.
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11.1.3. Theme II: News Recommendation

Motivated by the opportunity to study real-world news recommendations involving real
users, real items and real businesses seeking recommendations, we started to participate
in the CLEF NewsREEL News Recommendation. News recommendation is different in the
sense that items are ephemeral, users are mostly anonymous, and there is a need to meet
non-algorithmic requirements such as fast recommendation delivery. These features make
traditional recommender system approaches such as collaborative filtering unsuitable and
instead call for fast and tailored approaches to news recommendation where, in addition to
meeting the above challenges, temporal, geographical, and dynamic natures of items and
users are considered. Under this theme, we studied two sub-themes.

Factors Influencing News Consumption and Recommendation
We conducted a descriptive study on the role of geography, followed by a study of algorithms
in a real-world setting.

We first investigated the role of geographical information in news consumption [99].
This was inspired by an assumption that people are more interested in what happens around
them than in what happens in faraway places. For news portals with a large geographical
readership, personalizing geographically might be beneficial. We asked the following re-
search question.

RQ5 What is the impact of geographical proximity on the consumption of news?

Using a large history of users interacting with news items gathered from several on-
line information portals, we investigated the relationship between users’ interaction and the
geographical foci of news portals. We found that, while special interest portals (sport, me-
chanic, etc) seem to be less geographically localized, the mainstream news portals, on the
other hand, exhibit geographical foci. Analysis of the mainstream news portals, by focusing
on local categories and the rest, showed a strong relationship between the geographical fo-
cus of the news portal and the readership from that geographical focus. The likelihood that
a user who reads news from the local category is from the same geographical focus can be
predicted reasonably well, especially when higher cut-off values of the user’s visit frequency
are considered. We used this finding later to devise a geographical recommender system.

In a follow-up study [150], we investigated performance differences of recommender
systems in a real-world setting. Our algorithms are largely similar in that they are mainly
recency-based (based on recommending the most recently read items), but variations were
introduced to study different aspects. One of the variations incorporates our finding above,
that the geographical focus of the portal and the readership from that geographical area are
strongly related. We asked the following:

RQ6 What are the patterns of news recommenders’ performance in real-world news rec-
ommendation, and does the incorporation of geographical information improve per-
formance?

Using four interrelated algorithms deployed in a real-world recommendation setting, we
sought an answer to the research question posed above. We found that the incorporation of
geographical recommendation did not result in a significant performance improvement over
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the recency algorithm, of which it is a modification. An interesting twist was the deploy-
ment of two instances of the same algorithm to quantify random performance differences
in online news evaluation. This showed that the performance of two identical instances of
the same algorithm can show statistically significant performance differences, suggesting
that caution is needed to take into account performance differences due to random causes in
recommender systems evaluations that involve users and news items in a live setting. Care
must, therefore, be taken into account when accepting reported performance differences,
as those can be due to non-algorithmic random and idiosyncratic factors in the evaluation
setting.

Multidimensional Investigation of News Recommendation Evaluation
Here, we answer several research questions focusing on news recommendation evaluation
[151, 152]. In particular, we compare the performance of recommender systems online,
quantify random performance differences, identify causes for random performance differ-
ences and investigate recommender system performance consistencies in several dimensions
(offline, online, and across time).

We sought to explain the causes of random performance differences that we observed
above and to quantify them. We asked:

RQ7 What are the causes of random performance differences in real-life news recommen-
dations and how can we quantify the extent of random performance?

Motivated by the significant variation in performance of the two instances of news rec-
ommender algorithms discussed above, we investigated the possible causes of the “random”
performance differences. We identified, classified and discussed the possible causes of per-
formance differences between real-world news recommender systems. These causes are
operational biases in the framework or environment in which the recommender systems op-
erate, differences in the sets of users and items, and their interaction.

But even in the absence of obvious causes of performance differences such as opera-
tional biases, and users and items observed in the experiment, performance can vary due
to other artifacts in the data collected. Such artifacts include, among others, user mood,
representational preferences, and other idiosyncratic factors. The presence of these factors
highlights the challenges of evaluating and comparing recommender systems in real-world
settings. We presented a way of quantifying the effect of random performance in the evalua-
tion by zooming in on the differences in overlap of the results obtained from two competing
algorithms that are tested on two settings simultaneously.

The analysis above raised many questions about how to evaluate recommender systems
realistically with a validity of the outcomes. We asked:

RQ8 How do news recommender system performances compare offline, online and across
periods?

Evaluating the same algorithms in offline and online settings, we attempted to answer
part of this question. We run the same algorithm in two time periods (2015 and 2016) to
see how their performance estimates compare across periods. Our findings show the lack
of consistent performance patterns. Offline performance measurements were not predictive
of the online performance measurements, in both absolute and relative sense, and perfor-
mance scores of the recommender systems in 2015 were not predictive of those in 2016,
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both in relative and absolute sense. These findings once again highlight how precarious and
uncontrolled the real-world setting is for the evaluation and comparison of recommender
systems.

The studies carried out in this theme have been conducted in the CLEF NewsREEL News
Evaluation campaign which used the PLISTA Open Recommendation Platform (ORP) to
enable recommendation providers and recommendation consumers to interact and commu-
nicate over a standardized protocol. Appraising the campaign and platform is necessary, for
this explains the context within which the research work has been done. As part of a big-
ger research work that aimed at an overall appraisal of the CLEF News Evaluation platform
[7], we evaluated the platform from the participant’s perspective which was the role we had
when we interacted with the platform. We asked the following:

RQ9 What are the participant perspectives on the evaluation of their recommender systems
in the CLEF NEWSREEL?

Our appraisal identifies two things: opportunities, and user perspectives on accessibility
and fairness. The CLEF NEWSREEL provided a great opportunity for the participating
researcher to test their recommender systems in a real-world setting. However, participant
researchers also have concerns about the fairness of the platform in the evaluations of news
recommender systems.

From the participant’s perspective, it is possible to conduct a partial investigation into
possible operational biases and have a reasonable estimate of the impact of those causes on
the performance of a participating system. The participants did have the means to assure
themselves of NewsREEL’s fairness in the selection of algorithms using only information
available from the participant’s perspective. We note, however, that an exhaustive investi-
gation of all possible operational biases is a daunting task. Operational biases can happen at
the level of pairing some groups of users to different teams or participant systems, pairing
some categories of items to some participants or systems, and/or favoring or disfavoring
one system based on response and other network factors. The possibility to explore some of
the biases was hampered by the fact that participants did not receive direct information on
whether their recommendations were clicked.

11.1.4. Theme III: Pull-Push, A Measure of Over- or Underpersonaliza-
tion in Recommendation

Recommender systems are deployed for different purposes and have different effects. Usu-
ally, we want to quantify the effectiveness of a recommender system in meeting a purpose
or in causing an intended or unintended effect. In this theme, we focused on measuring rec-
ommender system personalization effectiveness [153]. On one hand, recommender systems
are viewed as helping people overcome information overload and, on the other hand, they
are accused of isolating users in filter bubbles of largely not their own making. Implicit in
this debate is the over- or underpersonalization of a recommender system. We propose a
metric for measuring this aspect of a recommender system and demonstrate it on simulated
and real-world datasets. We asked the following research question.

RQ10 Can we quantify the degree of over- or underpersonalization by a recommender sys-
tem from a user-centric point of view?
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By viewing recommender system personalization as the imposition of a degree of simi-
larity or difference between pairs of users, we proposed a versatile, user-centric metric that
can be used to quantify a recommender system’s degree of under- or overpersonalization.
The metric produces average scores for a recommender system’s overall degree of personal-
ization and fine-grained pair-wise scores for users of one’s choice of granularity, for example
between pairs of cities, or demographic groups. The metric is practical and can be used to
suggest a course of action. The metric equips the recommender system researcher or practi-
tioner with a tool that can quantitatively measure, from a user-centric perspective, the degree
of personalization and therefore opens a possibility to tackle its effects according to one’s
interest.

11.2. Future Work

The research work in the thesis can be extended in many ways to tie the different findings
together, to understand the recommendation process as a whole better and the evaluation of
recommender systems, and to improve performance. Under each theme, we present some
potential areas of extension.

11.2.1. Cumulative Citation Recommendation

Under this theme, we have conducted research on the automation of knowledge base cura-
tion, called Cumulative Citation Recommendation. We have also specifically zoomed in on
the filtering stage of the recommendation process and the interplay between feature sets and
machine learning algorithms. One immediate area to build on and expand on is:

Applying deep learning methods for the CCR:

there has been significant progress and improvement in deep learning and pre-trained
models since we did our research on CCR. Applying these new developments to the
CCR task as a whole or some of its different stages and comparing them with the
string matching and (traditional) machine learning approaches is one potential area
of future work. Investigating whether casting the CCR task as a text ranking problem
and using neural text retrieval, or which stages can be more effectively replaced with
which neural approaches and tools and to combine them in a complementary manner
with the approaches we used as seen in recent neuro-symbolic approaches is another
potential area of improvement. Specifically applying recent neural-based mention
detection tools, entity linkers and disambiguators to the CCR task is interesting.

11.2.2. News Recommendation

This theme investigated news recommendation, with a particular focus on evaluation. All
the works are based on our participation in CLEF NEWSREEL News Recommendation
Evaluation Lab. We investigated the role of geography in news consumption to understand
the relationship between the geographical focus of a news item and the geographical loca-
tion of news readers followed by the incorporation of geographical information into online
deployments of algorithms. After that, we focused on news evaluation, investigating it from
several angles. We conducted A/A tests, offline evaluations, online evaluations, and com-
parisons of algorithm performances across years. This research can be extended in several
directions. A very important one is:
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Repeating the experiments on other datasets, platforms and settings:
to find out what holds across different datasets, platforms and settings and to confirm
or disprove the findings reported in this thesis, repeating the investigation on different
datasets, platforms and settings is important. This can help in differentiating dataset
and platform effects from the essence of the experiments and the true results they
reveal.

11.2.3. Measuring Recommender System Personalization

In this theme, we proposed a user-centric metric of personalization that, by using the rec-
ommendation lists and resulting “reaction” lists that users choose to accept, can measure
the degree of users’ tendency to agree, to converge or to diverge from the differentiation
imposed by a recommender system. The proposed metric has been tested on a news rec-
ommendation dataset. Further application of the metric on other datasets such as product
recommendations and comparison with user studies is needed to further understand what the
metric does, and how it concurs or diverges with users’ expressed interests. Another possi-
bility to extend is to investigate how the metric is related to or tells us about recommendation
diversity, filter bubbles, echo chambers and fairness concerns.
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roff, Building an Entity-centric Stream Filtering Test Collection for TREC 2012, Tech.
Rep. (Massachusetts Institute of Technology Cambridge, 2012).
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Updates for TREC 2013 (KBA Track Overview), Tech. Rep. (Massachusetts Inst of
Tech Cambridge, 2013).
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Wikipedia Concepts In Proceedings of the Eighth International Conference on Lan-
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The datasets and platforms for Part IT and Part III (New Recommendation and Measur-
ing Recommender System Personalization) were from CLEF NewsREEL and as such are
described in the following documents.

* Benjamin Kille, Andreas Lommatzsch, Roberto Turrin, Andr“as Ser eny, Martha Lar-
son, Torben Brodt, Jonas Seiler, and Frank Hopfgartner. Overview of CLEF News-
REEL 2015: News Recommendation Evaluation Lab. In Working Notes of CLEF
2015 - Conference and Labs of the Evaluation forum, Toulouse, France, September
8-11, 2015.
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Links to our versions of algorithms used in Part II are below:

* Recency Algorithm: https://github.com/gebre/recency
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Summary

This thesis sheds light on the different components of the recommendation pipeline, under
three themes, which are divided in 10 chapters. The first theme is Cumulative Citation
Recommendation. Under this theme, we have conducted research on the task of Cumulative
Citation Recommendation (CCR), which is the automation and maintenance of knowledge
bases such as Wikipedia. Given a set of Knowledge Base entities, CCR is the task of filtering
and ranking documents according to their citation worthiness to the entities. We specifically
focused on the filtering stage of the recommendation process and the interplay between
feature sets and machine learning algorithms.

There are four chapters under the first theme: Chapters 3 to 6. Chapter 3 presents exper-
iments with string-matching and machine learning approaches to the task of CCR. Chapter
4 investigates the interplay between the choice of feature sets and their impact on the perfor-
mance of machine learning algorithms. Chapter 5 investigates the impact of the initial task
of filtering in the CCR overall performance, and what makes some documents unfilterable.
Chapter 6 reviews new advances in the area of the theme and the specific chapters. Un-
der this theme, we show that simple string-matching approaches can have advantages over
complex machine learning approaches for the task of CCR, that comparisons of machine
learning algorithms should take into account the sets of features used, and that the filtering
stage of a CCR task can impact recommender systems performance in different ways.

The second theme is News Recommendation. In this theme, we investigate news rec-
ommendation with a particular focus on evaluation. We study the role of geography in
news consumption to understand the geographical focus of news items and the geographi-
cal location of readers followed by the incorporation of geographic information into online
deployments of algorithms. We also attempt to quantify random fluctuations in the perfor-
mance difference of a live recommender system. After that, we focus on news evaluation,
investigating it from several angles. We conducted A/A tests (running two instances of the
same algorithm), offline evaluations, online evaluations, and comparisons of algorithm per-
formances across years.

There are three chapters under the theme of News Recommendation. Chapter 7 investi-
gates the role of geographic information in news consumption, and examines in a real-world
setting, the performance patterns of news recommender systems, one of which incorporates
geographic information into its algorithm. Chapter 8 examines the challenges, validity, and
consistency of news recommender systems evaluations from multiple perspectives, involv-
ing A/A tests, offline evaluations, online evaluations, and comparisons of algorithm perfor-
mances across years. Chapter 9 reviews advances in News Recommendation with a focus
on developments that have relevance to the approaches and findings presented in chapters 7
and 8.

In the above theme, we show that user and item geography play a role in the consumption
of news, that there are significant differences and discrepancies in offline and online evalu-
ation of recommender systems algorithms, and that random effects on online performances
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can result in statistically significant performance differences.

The third and final theme is Measuring Personalization and consists of Chapter 10. We
view personalization as introducing or imposing differentiation between users in terms of
the items recommended to them. In the differentiation, some items will be shared between
users, and some will not. We then propose and apply a user-centric metric of personaliza-
tion that, by using the recommendation lists and the resulting user reaction lists that result
from users choosing to click or react on, measures the degree of users’ tendency to agree to
the differentiation introduced or imposed between them by the recommender system, to con-
verge (by, for example, clicking more on shared items), or to diverge from the differentiation
(by, for example, clicking more on the items that are not in shared recommendation).



Samenvatting

Dit proefschrift belicht verschillende componenten van de recommendation pipeline via drie
thema’s, onderverdeeld in 10 hoofdstukken. Het eerste thema, Cumulative Citation Re-
commendation,bestudeert het cumulatief aanbevelen van citaties. Bij dit thema hebben we
onderzoek gedaan naar de Cumulatieve Citation Recommendation (CCR) taak, de automati-
sering en het onderhoud van knowledge bases zoals Wikipedia. Gegeven een set Knowledge
Base entiteiten, is CCR de taak waarbij documenten gefilterd en gerangschikt worden op ba-
sis van hun citatiewaardigheid voor de entiteiten. Het onderzoek richt zich specifiek op de
filterfase van het aanbevelingsproces en op de wisselwerking tussen featuresets en machine
learning-algoritmen.

Het eerste thema is onderverdeeld in vier hoofdstukken: hoofdstuk 3 tot en met 6.
Hoofdstuk 3 presenteert experimenten met string-matching en machine learning-benaderingen
voor de CCRtaak. Hoofdstuk 4 kijkt naar de wisselwerking tussen de keuze van featuresets
en hun impact op de prestaties van machine learning-algoritmen. Hoofdstuk 5 onderzoekt
de impact van de initi€le filtertaak op de algehele CCRprestaties en de aspecten die het
onmogelijk maken om sommige documenten te filteren. Hoofdstuk 6 bespreekt nieuwe ont-
wikkelingen op het gebied van het thema en de specifieke hoofdstukken. Onder dit thema
laten we zien dat voor de CCRtaak eenvoudige string-matching-benaderingen voordelen
kunnen hebben ten opzichte van complexe machine learning-benaderingen. We laten ook
zien dat er bij vergelijkingen van machine learning-algoritmen rekening moet worden ge-
houden met de sets van gebruikte features en dat de filterfase van een CCRtaak de prestaties
van aanbevelingssystemen op verschillende manieren kan beinvloeden.

Het tweede thema is News Recommendation. In dit thema doen we onderzoek naar
nieuwsaanbevelingen, met een specifieke focus op evaluatie. We onderzochten de rol van
geografie in nieuwsconsumptie om de geografische focus van nieuwsitems en de locatie
van lezers te begrijpen, gevolgd door de integratie van geografische informatie in online
implementaties van algoritmen. We probeerden ook om willekeurige fluctuaties in het pres-
tatieverschil van een live aanbevelingssysteem te kwantificeren. Daarna richten we ons op
nieuwsevaluatie en onderzochten dit vanuit verschillende invalshoeken. We voerden A/A-
tests uit (twee instanties van hetzelfde algoritme), offline-evaluaties, online-evaluaties en
vergeleken prestaties van algoritmes door de jaren heen.

Er vallen drie hoofdstukken onder het thema News Recommendation. Hoofdstuk 7 doet
onderzoek naar de rol van geografische informatie in nieuwsconsumptie. We onderzochten
in een 'real-world’ setting de prestatiepatronen van nieuwsaanbevelingssystemen; bij één
ervan was geografische informatie in het algoritme verwerkt. Hoofdstuk 8 focust zich op
de uitdagingen, validiteit en consistentie van evaluaties van nieuwsaanbevelingssystemen
vanuit meerdere perspectieven, met inbegrip van A/A-tests, offline evaluaties, online eva-
luaties en vergelijkingen van prestaties van algoritmen door de jaren heen. Hoofdstuk 9
bespreekt ontwikkelingen in nieuwsaanbevelingen met een specifieke focus op ontwikkelin-
gen die relevant zijn voor de benaderingen en bevindingen die in de hoofdstukken 7 en 8
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worden gepresenteerd.

In het bovenstaande thema laten we zien dat gebruikers- en item-geografie een rol spelen
in de consumptie van nieuws, dat er significante verschillen resultatenzijn tussen offline en
online evaluatie van algoritmen van aanbevelingssystemen, en dat willekeurige effecten op
online prestaties kunnen resulteren in statistisch significante prestatieverschillen.

Het derde en laatste thema is Measuring Personalization: het meten aan personalisatie.
Dit thema is beschreven in hoofdstuk 10. We zien personalisatie als differentiatie tussen ge-
bruikers in termen van de items die aan hen worden aanbevolen. In de differentiatie worden
sommige items gedeeld tussen gebruikers en andere niet. Daarna we stellen aan gebrui-
kersgerichte metriek voor personalisatie voor en passen deze toe. Daarbij gebruiken we de
aanbevelingslijsten en de lijsten van gebruikersreacties die het resultaat zijn van de keuze van
gebruikers om te klikken of te reageren. Hiermee meet de metriek in welke mate gebruikers
geneigd zijn om de differentiatie die het aanbevelingssysteem tussen hen introduceert of op-
legt te accepteren, te convergeren (door bijvoorbeeld meer te klikken op gedeelde items), of
te divergeren van de differentiatie (door bijvoorbeeld meer op de items te klikken die geen
gedeelde aanbeveling zijn).
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