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Chapter 10 

Good Governance Principles for Law 
Firms Using Artificial Intelligence

Aija Lejniece

Introduction

Long before Artificial Intelligence (AI) became ubiquitous in our daily 
lives, people were both transfixed by and wary of it. A Greek myth tells the 
story of Talos, a giant bronze automaton created by Hephaestus at the 
request of Zeus to protect Crete from invaders by circling the island’s 
shores three times a day. Jewish folklore has the Golem, a creature formed 
of clay. While the Golem’s purpose is to help humans, in many tales, the 
artificial creature veers off its pre-destined path and turns on its creator. 
Starting from the 1940s, robots and AI became a fixture in science fiction, 
depicted both as humanity’s saviors and harbingers of its destruction.

In his 1942 collection of short stories, I, Robot, science fiction writer Isaac 
Asimov proposed the Three Laws of Robotics: 
·· The First Law: A robot may not injure a human being or, through inac-

tion, allow a human being to come to harm.
·· The Second Law: A robot must obey the orders given it by human 

beings except where such orders would conflict with the First Law.
·· The Third Law: A robot must protect its own existence as long as such 

protection does not conflict with the First or Second Law.1

These laws were intended to ensure that AI is used for the benefit of 
humankind, preventing it from turning against its human creators and 
averting a tech-apocalypse.

While, nowadays, almost all of us use AI on a regular basis to some extent 
with no imminent dystopia in sight, AI wariness persists.2 In March 2023, 
the Future of Life Institute published an open letter calling for a six-
month moratorium on the development of the most advanced forms of 
AI.3 Signatories included Elon Musk of Tesla and SpaceX, as well as Apple 
Computers co-founder Steve Wozniak. The open letter asked:4
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Should we let machines flood our information channels with propaganda 
and untruth? Should we automate away all the jobs, including the fulfilling 
ones? Should we develop nonhuman minds that might eventually outnumber, 
outsmart, obsolete and replace us? Should we risk loss of control of our civili-
zation? 

According to the signatories, “[p]owerful AI systems should be developed 
only once we are confident that their effects will be positive and their risks 
will be manageable [and t]his confidence must be well justified and 
increase with the magnitude of a system’s potential effects.”5 The letter 
further urged AI labs and independent experts to “jointly develop and 
implement a set of shared safety protocols for advanced AI design and 
development that are rigorously audited and overseen by independent 
outside experts.”6

Although a global AI regulatory or oversight body has yet to emerge, vari-
ous jurisdictions, institutions and tech actors have proactively imple-
mented self-regulation through the adoption of AI development and 
usage standards and guidelines. 

The most prominent development in this regard has come from the Euro-
pean Union – after almost three years of extensive negotiations, the Euro-
pean Parliament adopted Regulation 1689 on harmonized rules on artifi-
cial intelligence (EU AI Act).7 The EU AI Act adopts a risk-based approach to 
AI regulation, essentially creating four risk categories for AI systems: 
unacceptable risk (prohibited),8 high risk (regulated),9 limited risk (regu-
lated lite),10 and minimal risk (unregulated).11 The EU AI Act applies to: 
(a) providers putting AI systems on to the EU market or putting AI systems 
into service in the EU, (b) deployers of AI systems located or established in 
the EU, (c) AI system providers and deployers established or located out-
side the EU, where the output of the AI system is to be used in the EU, (d) AI 
system importers and distributors, (e) product manufacturers who place 
on the market or put into service AI systems together with their product, 
(f ) authorized representatives of non-EU AI system providers, and 
(g) affected persons that are located in the EU.12 Breaches may result in 
fines of up to EUR 35 million or 7 % of annual worldwide turnover.13
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On March 2024, the United Nations adopted Resolution A/78/L.49 on Seiz-
ing the opportunities of safe, secure and trustworthy artificial intelligence 
systems for sustainable development, which aims to create a unified inter-
national approach to AI governance among UN Member States.14 The OECD 
first published its Principles on Artificial Intelligence in 2019; an amend-
ment followed in May 2024.15 In September 2018, the State of California 
endorsed the 23 Asilomar AI Principles on the ethical development and use 
of AI.16 Other notable private sector examples of AI principles and guide-
lines include the Google AI Principles17 and the Microsoft Responsible AI 
Standard.18

The legal sector will not be exempt from adopting reasonable standards of 
practice with respect to AI. Law firms are increasingly utilizing AI in fulfill-
ing their day-to-day tasks, including electronic discovery and predictive 
coding, litigation analysis and predictive analysis, contract management, 
due diligence reviews, “wrongdoing” detection, legal research, and decep-
tion detection.19 Some service providers even offer full-blown AI-based 
legal assistants, such as Harvey, which has partnered with OpenAI “to 
build a custom-trained model for legal professionals,”20 and Jus Mundi’s 
AI Assistant, which offers services such as case summaries, information 
retrieval, focused legal analysis, case application simulation and case 
precedent extraction.21 Given its broad scope, the EU AI Act will impact law 
firms that use or develop AI both within and outside the EU if their activi-
ties affect the EU market or its citizens. Establishing effective frameworks 
for compliance and governance will be crucial to navigating this increas-
ingly regulated sector successfully.

While it currently seems unlikely that the legal world is edging towards a 
technological dystopia or wide-spread breaches of applicable regulations, 
professional organizations are becoming conscious of the need to estab-
lish rules surrounding the use of AI in a legal context. In 2019, the Ameri-
can Bar Association adopted Resolution No. 112 urging courts and lawyers 
to address the emerging ethical and legal issues related to the use of AI in 
the practice of law.22 In September 2024, the IBA’s Artificial Intelligence 
Working Group published a comprehensive multi-jurisdictional and 
organizational overview of the guidelines and regulations on the use of ai 
as a professional tool.23 Other recent efforts include the England and 
Wales Bar Council’s guidance on the use of large language models (LLMs) 
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to barristers and chambers,24 the UK Legal Services Board statutory guid-
ance on the regulation of AI,25 the California Bar Association’s Guidelines 
for the use of Generative AI in the practice of law,26 and the recently pub-
lished Silicon Valley Arbitration & Mediation Center guidelines on the use 
of AI in arbitration.27 In the evolving landscape of legal technology, the 
integration of AI into law firm operations introduces both unparalleled 
opportunities and significant ethical considerations. The intrinsic chal-
lenge is accommodating rapid technological advances within a relatively 
stagnant profession. 

The discussion on how law firms should use AI has barely begun, and 
there is no industry-wide consensus on best practices. In this chapter,  
I propose nine good governance principles for the use of AI by law firms:

1	 Legal & Ethics Standards: Law Firms Should Comply with Applicable 
Legal & Ethical Standards

2	 Client Confidentiality & Privacy: Law Firms Should Ensure that AI is 
Used in Line with Client Confidentiality & Privacy Standards

3	 Client Awareness & Consent: Law Firms Should Ensure Client Aware-
ness of & Consent to the Use of AI in the Provision of Legal Services

4	 Human Oversight & Approval: Law Firms Should Ensure Human Over-
sight & Approval Mechanisms for AI-Generated Work Product

5	 Transparency & Explainability: Law Firms Should Ensure that the AI 
they Use is Transparent and its Generated Work Explainable

6	 Ultimate Responsibility: Law Firms Bear Ultimate Responsibility for 
any AI-Generated Work Product

7	 AI Training: Law Firms Should Provide Mandatory AI Training & Com-
mit to Continuous Learning

8	 Minimizing Bias and Maximizing Diversity: Law Firms Should Use AI 
in Accordance with the Principles of Non-Bias, Fairness & the Promo-
tion of Diversity & Inclusivity

9	 Managerial & Human Resources Decisions: Law Firms Should Use AI in 
Management and Human Resources Contexts in Good Faith

Several of these proposed principles are intimately intertwined and over-
lap in some respects. They are neither stringent nor exhaustive, but rather 
an overview of themes that should form the basis of the AI good gover-
nance discussion in law firms. 
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1	� Legal & Ethics Standards: Law Firms Should Comply with 
Applicable Legal & Ethical Standards when Using AI

Compliance with applicable laws and ethics standards is the backbone 
and the absolute minimum standard of any legal practice. If a law firm 
chooses to follow a ‘bare bones’ policy in its deployment of AI, the firm 
should ensure that its use of these technologies complies with any appli-
cable legal and ethical standards governing the practice of law. 

The legal standards that come into play when using AI in a law firm con-
text can be divided into four broad categories: (1) laws governing the prac-
tice of law and unauthorized practice of law (UPL) regulations, (2) ethics 
rules and rules of professional conduct, (3) data protection laws, and  
(4) anti-discrimination and fairness laws.28 

First and foremost, law firms should ensure that their use of AI does not 
amount to the unauthorized practice of law. This is a critical concern for 
firms since AI applications, ranging from document review to legal 
research and prediction of case outcomes, could potentially automate 
tasks traditionally performed by licensed legal professionals. Firms 
should carefully delineate the role of AI in supporting legal decision-
making, ensuring that final judgments remain the purview of qualified 
human lawyers (see Principle 4 on human oversight and Principle 6 on 
ultimate responsibility). This involves setting clear guidelines on the  
limitations of the role of AI in the legal analysis, advice, and client repre-
sentation, ensuring that AI tools are used to augment, not replace, the 
expertise of licensed attorneys.

Ethical standards also play a crucial role in this basic governance princi-
ple. This includes maintaining the integrity of the legal profession, 
upholding duties to clients, and avoiding conflicts of interest. Law firms 
should ensure that the use of AI aligns with the ethical obligations to act  
in the best interests of their clients, including maintaining confidentiality 
(see Principle 2 on confidentiality and privacy) and providing competent 
representation and informing clients about the extent to which AI tools 
are employed in handling their cases (see Principle 7 on AI training). Ethi-
cal considerations also extend to transparency about the use of AI in legal 
work (see Principle 3 on client awareness, and Principle 5 on transparency 
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and explainability), and may likewise play a role in how law firms interact 
and treat their employees (see Principle 9 on using AI in human resources 
and management).

Data security and protection goes hand in hand with confidentiality. As 
Principle 2 will discuss in more detail, data protection laws such as the 
General Data Protection Regulation (GDPR) may apply to AI-processed  
client information and may require law firms to take additional steps in 
ensuring data security.

Law firms may likewise be subject to legal requirements relating to anti-
discrimination. Because AI outputs are only as good as the data the AI pro-
gram has been trained on, AI-generated work product may be at odds with 
anti-discrimination requirements that are generally adopted to correct 
the historical biases that are likely to be reflected in the datasets (see Prin-
ciple 8 on minimizing bias). 

Finally, and perhaps most importantly, law firms must ensure they under-
stand how AI operates, a responsibility increasingly mandated by many 
professional organizations (see Principle 7 on AI training).

2	� Client Confidentiality & Privacy: Law Firms Should 
Ensure that AI is Used in Line with Client Confidentiality 
& Privacy Standards

Attorney-client privilege is the cornerstone of the legal profession,29 mak-
ing confidentiality and privacy the most important aspect of any AI use by 
law firms.30 As AI systems process vast amounts of data, some of which 
may be highly sensitive, law firms should implement robust safeguards to 
prevent unauthorized access or breaches, aligning with legal require-
ments such as the GDPR31 in Europe or similar regulations elsewhere.32

For example, the GDPR provides that personal data has to be: “processed 
lawfully, fairly and in a transparent manner”,33 “collected for specified, 
explicit and legitimate purposes and not further processed in a manner 
that is incompatible with those purposes”,34 “adequate, relevant and lim-
ited to what is necessary in relation to the purposes for which they are pro-
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cessed”,35 and “accurate and, where necessary, kept up to date”.36 Other 
countries likewise have data privacy laws similar to the GDPR that may also 
apply depending on the jurisdiction the law firm operates in.37

Accordingly, any AI used by a firm must be designed and operated to 
uphold the highest standards of client confidentiality and privacy: client 
data should be encrypted, and access to it, as well as the use of AI to handle 
that data, must be tracked and closely controlled. Firms should also regu-
larly audit their AI systems for potential vulnerabilities and invest in 
appropriate internal or external technical support and expertise.

Firms should likewise be proactive in staying informed about the evolving 
legal and ethical implications of AI technologies. This may involve contin-
uous education for legal professionals, regular reviews of AI use policies in 
light of new legal and technological developments, and active engage-
ment with debates and policy-making processes regarding the future reg-
ulation of AI in the legal sector.

Finally, in addition to ensuring its own data protection policies, law firms 
should carefully consider which third party AI service-providers to use 
and review their data protection policies and standards, as well as how 
they handle and encrypt data, and inform clients of data breaches.

3	� Client Awareness & Consent: Law Firms Should Ensure 
Client Awareness of & Consent to the Use of AI in the 
Provision of Legal Services

Clients should be aware that a firm uses AI, and consent to it. This princi-
ple can be inferred from ABA Model Rule 1.6, which provides that “[a] law-
yer shall not reveal information relating to the representation of a client 
unless the client gives informed consent” and allows implicit disclosure 
only in certain circumstances.38 In addition, the same rule requires law-
yers to “make reasonable efforts to prevent the inadvertent or unautho-
rized disclosure of, or unauthorized access to, information relating to the 
representation of a client”.39
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Firms could obtain client consent on an ad hoc basis for specific purposes 
or generally. Ensuring client awareness and obtaining explicit consent 
before deploying AI-driven processes are foundational to maintaining a 
transparent and trust-based relationship between law firms and their cli-
ents and ensuring that the firm’s attorneys comply with any applicable 
ethics obligations. Disclosure of the use of generative AI by companies is 
an ongoing debate across many sectors,40 including legal services.41 In a 
law firm context, disclosing too much may unduly overburden clients 
with details of a firm’s day-to-day practices that may have little impact on 
the quality of the clients’ experience. Some suggest that firms should wait 
for clients to request such disclosures, while others opt for a more “pru-
dent” approach of disclosure across the board.42 While there currently 
does not seem to be a hard and fast rule on how firms should handle AI 
from the perspective of client consent, existing ethics rules and guide-
lines could be read in a manner that requires at least some disclosure.

For example, the ABA Model Rules (which many US states have adopted 
verbatim, or with modifications) provide that lawyers must “reasonably 
consult with the client about the means by which the client’s objectives 
are to be accomplished” and “explain a matter to the extent reasonably 
necessary to permit the client to make informed decisions regarding the 
representation.” 43 The California Bar’s Standing Committee’s on Profes-
sional Responsibility and Conduct Guidelines specifically recommends 
that “[a] lawyer should consider disclosure to their client that they intend 
to use generative AI in the representation, including how the technology 
will be used, and the benefits and risks of such use.”44 Disclosure would 
also align with data protection laws, such as the GDPR, which mandates 
clear consent for processing personal data.45

The rationale behind requiring client awareness and consent is manyfold. 
Primarily, it safeguards the client’s privacy and ensures their data is han-
dled in a manner they have approved. Given the potential of AI technolo-
gies to access, analyze, and derive insights from vast datasets, clients 
must fully understand and agree to these capabilities being applied to 
their information. Furthermore, the principle of client awareness and  
consent also mitigates the risk of reputational damage to the firm. In 
instances where AI might inadvertently breach confidentiality or privacy 
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without clear client consent, the fallout could be severe, not just in legal 
terms but also in client trust erosion.

Should the law firm seek to develop its own AI analytics tool (either 
in-house or by collaborating with third party developer) based on the con-
fidential client information it holds, obtaining client consent may involve 
additional steps, and the consideration of additional issues such as con-
flicts of interest.46

In keeping with the more “prudent” approach, firms should obtain client 
consent before using or developing AI, and such consent should be informed. 
The requirement for informed consent will later tie in with Principle 6 
requiring mandatory AI training and continuous learning for attorneys. 
Principle 3 likewise ties in with Principle 2 on confidentiality and privacy 
– obtaining prior consent from the client would define the boundaries 
within which the AI that a firm uses may analyze, learn from and use cli-
ents’ data.

To effectively implement this principle, law firms may consider the follow-
ing steps:

Disclosure of AI use and written consent
Firms could disclose their use of AI to clients via the law firm’s website,47 
the engagement letter for the whole matter,48 via an annex to the engage-
ment letter detailing the firm’s use of AI, or on an ad hoc basis if client con-
sent is necessary for the use of a specific AI or an AI for a specific purpose 
(e.g. document management, document production, damages calculation, 
etc.). A firm’s disclosure could cover what types of AI are used, the pur-
poses of such use, and any data processing that AI will perform. Ideally, to 
hedge against the risk of potential client complaints, firms should ensure 
that the client consents to the use of AI in writing, whether it be by signing 
a written agreement or via written communication. To appease any fears 
or concerns, law firms should likewise clearly outline the measures in 
place to protect client data in AI applications, including data encryption, 
access controls, and any third-party audits of AI systems for security vul-
nerabilities.
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Giving clients the option to opt-out 
Law firms should consider providing clients with the option to opt-out of 
AI-driven processes if they prefer traditional legal services. This respects 
client autonomy and provides an alternative for those uncomfortable with 
AI, especially when the matter in question is highly sensitive. Such an opt-
out may ultimately increase costs of representation and this should also 
be spelled out to the client so that they may consider this factor when 
making the decision on AI use.

Client Education
Firms should aim to offer educational resources or sessions for clients to 
understand the benefits and risks associated with the use of AI. Clear com-
munication about how AI can improve legal outcomes, as well as its limita-
tions, helps clients make informed decisions.

Continuous Dialogue
Law firms should maintain an open line of communication with clients 
about AI use, addressing any concerns or questions they may have 
promptly. As AI technologies evolve, firms should keep clients informed 
about new developments or changes in how AI is or could be used within 
the firm.

Ultimately, when deciding on the extent and form of disclosure, a law 
firm’s guiding principles should be the client’s best interest and the confi-
dentiality of their data, coupled with the firm’s own interest in abiding by 
ethics norms and minimizing the risk of malpractice.

4	� Human Oversight & Approval: Law Firms Should  
Ensure Human Oversight & Approval Mechanisms  
for AI-Generated Work Product

When employing AI tools, law firms should ensure the prioritization of 
human autonomy as it is the attorney, not the AI, who is licensed to prac-
tice law. The integration of AI into legal practices necessitates a careful  
balance between leveraging technology and ensuring an ethical, accurate, 
and responsible work product. A cornerstone principle in achieving this 
balance will be ensuring that all AI used by law firms has human oversight 
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and approval mechanisms. This principle underscores the importance of 
human judgment in internal decision-making processes, ensuring that AI 
tools serve as aids rather than replacements for the nuanced and complex 
variety of tasks performed by attorneys. Attorney sign-off on AI-generated 
work product should therefore be mandatory.49 

This requirement could be considered akin to requiring lawyer oversight 
over non-lawyers employed by the firm. The ABA Model Rules of Profes-
sional conduct provide that supervising attorneys must make “reasonable 
efforts to ensure that the firm has in effect measures giving reasonable 
assurance that the person’s conduct is compatible with the professional 
obligations of the lawyer” and may be held responsible “for conduct of 
such a person that would be a violation of the Rules of Professional Con-
duct”.50 A recent law firm report on professional responsibility likewise 
notes that “[AI may] introduce significant risks to the profession, particu-
larly whilst AI tools remain in their infancy” and that “[t]hose risks are 
magnified when lawyers seek to rely upon open AI platforms that have 
extracted data from multiple unverified sources”.51 The report underlines 
that “[f ]irms that fail to introduce appropriate safeguards that include 
human oversight to authenticate the AI-generated content can expect an 
increased exposure to [personal injury] claims.”52

Human oversight in AI utilization involves regular monitoring and evalu-
ation of AI systems and/or their outputs by legal professionals to ensure 
their outputs are accurate, relevant, and free of biases. Such oversight is 
critical in maintaining the integrity of legal proceedings and the protec-
tion of client interests. AI systems, while powerful, can still generate 
errors, misunderstand context, or produce biased results based on their 
training data. Legal professionals must therefore be involved in reviewing 
and approving AI-generated outputs, ensuring they meet corresponding 
human standards of work product and relevant ethical guidelines.

“Human oversight and approval mechanisms” will have different mean-
ings depending on whether it applies to AI development or AI use. In the 
context AI system development, “human oversight and approval mecha-
nisms” refers to the processes and safeguards put in place to ensure that 
human judgment plays a central role in the operation, decision-making, 
and outcomes of AI systems. These mechanisms are designed to maintain 
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human control over AI, allowing for the intervention, evaluation, and cor-
rection of AI actions when necessary (for example, when the AI’s output is 
incorrect, biased, etc.). Since AI outcomes are dependent on the data it has 
been trained on–garbage in, garbage out–human oversight ensures that 
less garbage gets into the AI data training set.53

In the context of using AI programs, “human oversight and approval 
mechanisms” refers to the strategies and processes a company imple-
ments to monitor, evaluate, and validate the actual decisions and outputs 
of AI systems created by external developers.54 This ensures that AI-gener-
ated outputs are consistently correct and in line with a law firm’s values 
and policies, as well as any applicable laws and ethics rules. For example, 
in a law firm using a third-party AI for predictive analytics in litigation 
outcomes, each case prediction made by the AI should be reviewed by an 
attorney who assesses the AI’s analysis against the firm’s historical case 
outcomes and their own legal expertise. If the attorney approves, the AI’s 
insights can then be used to inform the client’s legal strategy. This ensures 
that while the firm benefits from AI’s ability to analyze vast amounts of 
data and predict outcomes, the legal advice remains grounded in human 
judgment and experience. AI should not undermine human autonomy or 
decision-making, and attorneys retain the final say in legal decisions. Any 
AI-generated recommendations or conclusions must be presented as 
options, with clear opportunities for human review and modification.
	 These mechanisms should include protocols for the validation of AI 
technology before its deployment in sensitive legal tasks. Additionally, 
procedures should be established for the ongoing review of AI outputs, 
with clear criteria for what constitutes acceptable performance and 
guidelines for addressing any discrepancies or errors identified during 
human oversight. By ensuring that AI tools are always under the watch-
ful eye of legal professionals, law firms can harness the benefits of tech-
nology while upholding the highest standards of legal practice and  
ethical responsibility. 
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5	� Transparency & Explainability: Law Firms Should  
Ensure that the AI They Use is Transparent and the Work  
It Generates Explainable 

AI operations and decision-making processes must be transparent and 
understandable to clients and legal professionals, providing clear expla-
nations for all steps involved in arriving at their outputs. Firms must also 
ensure that clients and lawyers can readily access this information to be 
able to more fully understand the context of those outputs. This commit-
ment to openness is fundamental in maintaining trust and accountability 
in the use of AI within the framework of legal practice.

This type of transparency of course involves several layers, starting from 
the disclosure of the types of AI technologies used by the firm, down to the 
more specific methodologies underlying their application to the tasks at 
hand. Law firms arguably should clearly communicate the capabilities 
and limitations of AI systems to clients to prevent unrealistic expectations 
and ensure that all parties understand the extent of the role of AI in the 
provision of legal services.
	 An example to illustrate the point is the increasing use of AI-driven 
document analysis tools that help law firms quickly review and categorize 
large volumes of documents. Transparency in this context would involve 
the law firm openly communicating several key aspects of the AI tool to its 
clients and attorneys, such as:

AI Tool Capabilities and Limitations
Firms should explain that the AI tool can quickly process and categorize 
documents based on keywords, phrases, and contextual similarity; they 
should also disclose that the tool may not perfectly interpret documents 
with complex legal jargon or nuanced language and that manual review 
would still be necessary for critical documents.

Data Usage and Security
Information on what types of data the AI tool accesses, how the data is 
used, and the measures in place to protect client confidentiality and data 
security.
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Decision-Making Influence
Firms should clarify that the AI tool is used to aid in the preliminary 
stages of document review to expedite the discovery process but that final 
decisions on the relevance and use of documents in legal proceedings are 
made solely by human lawyers.

Developer and Vendor Information
Firms should provide details about the AI tool’s developer, the vendor, and 
any third-party evaluations of the tool to assure clients of its credibility 
and reliability.

Compliance and Ethical Considerations
Firms should outline how the use of the AI tool complies with their profes-
sional standards and ethical guidelines, and the ways in which they 
ensure that its use does not compromise the integrity of their work or on 
any adjudicative processes they engage in on behalf of clients.

These types of clear messaging both to internal and external stakeholders 
promotes trust and confidence among clients and ensures that the use of 
AI tools is understood and accepted by all parties involved. 

Explainability complements transparency by requiring that AI systems  
do not just produce outcomes but also offer detailed insights into the  
reasoning behind these outcomes. This is particularly important in the 
legal context where certain decisions can significantly impact case strate-
gies and outcomes. Explainable AI helps ensure that automated decisions 
can be interpreted and justified in legal terms. This principle likewise 
complements Principle 4 on human oversight, ensuring that both clients 
and firm AI-users are aware of how AI work product is generated and ulti-
mately used by the firm.

An example of explainability could involve the law firm using an AI tool to 
predict the likely outcome of a case based on historical data from similar 
cases. This tool might analyze factors such as the underlying facts of the 
case, relevant legal precedents, the judges or arbitrators involved, and 
previous rulings in similar situations. It then might provide a percentage 
likelihood of winning or losing the case. Explainability in this context 
means that the AI tool would not simply spit out a prediction like “65% 
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chance of winning the case” but also provide a breakdown of how it 
arrived at this conclusion. For instance, the tool could explain that:

·· The prediction is based on a dataset of 500 similar cases from the past 
five years.

·· Cases with similar facts had a 70%-win rate when presided over by Arbi-
trator X, who is assigned to this case.

·· However, recent changes in relevant laws have decreased the win prob-
ability by 5%.

·· This outcome also considers the performance of the appointed legal 
representative, who has a historical win rate of 60% in similar cases.

By providing these details, the AI tool essentially explains how it arrives at 
a certain conclusion. Lawyers and clients can see not only the predicted 
outcome but also the rationale behind the prediction. This level of explain-
ability allows lawyers to better assess the tool’s reliability and to decide 
whether to trust its guidance in formulating their legal strategy. Further-
more, it enables clients to understand the factors influencing their case, 
fostering greater trust and making the legal process more participatory.

6	� Ultimate Responsibility: Law Firms Bear Ultimate 
Responsibility for any AI-Generated Work Product

Law firms necessarily take full responsibility for the actions and decisions 
made by its AI. This principle underscores the essential understanding 
that it is the attorney, not the AI, who is licensed to practice law. In this 
vein, the responsibility for ensuring the accuracy, legality, and ethical 
compliance of AI-assisted work squarely rests on their shoulders. Assum-
ing ultimate responsibility over work product is therefore a fundamental 
aspect of good AI governance in law firms and is a natural complement to 
Principle 4 requiring human oversight and approval mechanisms for 
AI-generated work product.

Firms should put in place internal accountability structures to ensure that 
senior stakeholders within the firms (i.e., partners, counsel and/or senior 
associates) are aware of and can oversee (and therefore be accountable for) 
how AI is used on specific client matters.
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Certain exceptions to this principle could potentially be made when firms, 
in agreement with a client, employ a third-party AI-service provider who 
has assumed full responsibility and liability for the resulting work product.

Law firms should likewise revise their insurance policies, to ensure that 
they cover any potential AI-generated errors in work product. As Reuters 
points out, “AI-related claims can take many forms, including, for exam-
ple, alleged violations of employment law, breaches of data privacy stat-
utes, breaches of fiduciary duties or professional obligations, violations of 
securities laws, intellectual property infringement, or any other number 
of events, acts or omissions.”55 Firms will typically take out professional 
liability, general liability and cyber security insurance, however, as AI 
technology continues advancing rapidly, new types of insurance may 
become available.56 Securing insurance that specifically covers AI-gener-
ated errors is a pragmatic step toward mitigating risks associated with the 
use of emerging technologies. It would protect law firms financially and 
signal to clients that firms take their professional responsibilities seri-
ously, even in the face of innovative legal tech applications.

7	� AI Training: Law Firms Should Provide Mandatory  
AI Training & Commit to Continuous Learning

The ethical duty of competence required of attorneys must adapt and 
evolve in response to the development and integration of new technolo-
gies within the practice of law. While we mostly think of AI as a monolith, 
the term encompasses a multitude of techniques and approaches. For 
example, machine learning encompasses supervised learning (further 
divided into classification and regression), unsupervised learning (that 
includes clustering), and reinforcement learning. The most complex form 
of AI is deep learning that utilizes deep neural networks. Each method has 
its own capabilities and shortcomings and lawyers should have the requi-
site knowledge to understand how the AI they are using works. Firms 
should foster an environment where continuous education on AI technol-
ogies and their use in legal practice becomes an integral part of profes-
sional development.
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According to the 2012 revised ABA Model Rules, lawyers must “provide 
competent representation to a client [which] requires the legal knowledge, 
skill, thoroughness and preparation reasonably necessary for the represen-
tation.”57 This includes the requirement to stay abreast of technological 
developments.58 Since 2012, many states have “either adopted the amended 
comment or otherwise advised attorneys to stay abreast of technology as it 
relates to the practice of law.”59 According to the American Bar Association, 
so far 39 jurisdictions have adopted a statement on tech competence.60 The 
bar associations of some states now likewise require that lawyers complete 
technology training as part of their ongoing continuing legal education 
(CLE) requirements.61 At the end of 2020, the Quebecois Lawyers’ Code of 
Ethics likewise added an explicit requirement that lawyers develop tech 
skills and keep them up to date.62 

It is worth noting the duty of competence extends not just to counsel, but 
also to arbitrators, many of whom work in law firms or have their own 
independent legal practices. In addition to the professional rules of con-
duct examples mentioned above, the new UNCITRAL Code of Conduct for 
Arbitrators in International Investment Dispute Resolution likewise 
requires that “an arbitrator […] [p]ossess the necessary competence and 
skills and make all reasonable efforts to maintain and enhance the knowl-
edge, skills and qualities necessary to perform [their] duties.”63 While the 
commentary focuses on “professional knowledge and experience in 
investment law and public international law as well as linguistic skills,” 
the term “necessary competence” should be understood in the broad 
sense, so it could potentially include technological competence as well.64 
Requiring technological (and specifically AI) competency of arbitrators 
may not yet have become hard law; however it is undeniable that as tech-
nology advances further and becomes more ubiquitous, there will be  
more pressure on arbitrators to become tech-literate.65

Implementing Principle 7 would require law firms to invest in training 
their professionals not just in the use of AI but also in understanding its 
limitations and potential pitfalls. Training should include not just the use 
of specific AI models (e.g., document review programs, AI-powered 
research tools, etc.) but also general training on AI, so that attorneys are 
better able to recognize potential AI blind spots and address them.
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Despite AI’s remarkable capabilities and widespread applications, it is not 
infallible. A significant limitation of AI systems, particularly (LLMs), is 
their propensity for generating “hallucinations” or outputs that are factu-
ally incorrect or nonsensical. These errors can arise from biases in the 
training data or the inability of the model to fully understand complex 
contexts. AI models are fundamentally limited by the data they are trained 
on; they lack the ability to think abstractly or engage in deep reasoning. 
Consequently, they can make mistakes when presented with scenarios or 
questions that deviate from their training experiences. These limitations 
underscore the necessity for careful oversight and validation of AI out-
puts, especially when employed in critical decision-making roles.

A very simple example of why training for lawyers using AI is both neces-
sary and helpful is understanding how LLMs such as the ones relied on by 
ChatGPT respond to prompts.

LLMs are advanced artificial intelligence systems, specifically designed to 
digest and interpret extensive volumes of natural language data. Essen-
tially, LLMs are artificial neural networks that use complex machine learn-
ing algorithms and undergo training on expansive data sets, enabling 
them to decipher the complexities and nuances of human language. LLMs 
can produce responses that closely mimic human conversational patterns 
in reaction to a broad spectrum of textual prompts by analyzing the lin-
guistic information they are fed, constructing an intricate internal frame-
work that mirrors the language structures they learn from. With this 
framework in place, they can then process any given natural language 
input and generate remarkably human-like text, making them invaluable 
tools in bridging the communication gap between humans and 
machines.66

The way prompts are worded significantly shapes the responses from 
LLMs. Precise and clear prompts lead to more relevant, focused, and accu-
rate answers, as the model generates responses based on the instructions 
given. When prompts are vague, they can result in generalized or off-tar-
get responses because the model tries to interpret the intent and fill in the 
gaps with assumptions.67 The specificity of a prompt helps the model 
understand the desired depth of information, the context and the particu-
lar angle of a topic. The structure of the command within the prompt also 
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dictates the format of the response; for example, asking to “list the steps” 
will produce a bullet-point format, while “discuss in detail” indicates a 
need for a narrative format. Precise wording is crucial for reducing ambi-
guities that could lead to misinterpretation, and, in turn, mistakes in 
LLM-generated replies. If law firms are equipped with the knowledge to 
question and critically assess AI recommendations and outputs, they can 
ensure better results and minimize potential errors when advising clients.

Educating lawyers on AI and its uses is likewise indispensable in helping 
identify and mitigate the risks associated with scams such as deepfakes 
and voice cloning.68 This may be crucial when examining potentially doc-
tored evidence69 and to recognize when scammers may be impersonating 
clients or members of the firm.70 As these technologies become more 
sophisticated, the potential for their misuse in fraudulent activities 
increases, posing significant threats to business integrity, security, and 
trust. Understanding the mechanics, capabilities, and weaknesses of 
AI-generated content will allow firms to implement effective strategies for 
scam detection and prevention.71

8	� Minimizing Bias and Maximizing Diversity: Law Firms 
Should Use AI in Accordance with the Principles of Non-
Bias, Fairness & the Promotion of Diversity & Inclusivity

Firms should ensure that their AI is free from biases that could lead to 
unfair treatment of clients, attorneys, and staff or influence legal outcomes 
based on race, gender, age, or other personal characteristics. How could 
AI-generated work product be biased? A fundamental concept and concern 
of machine learning (which all predictive and generative AI is based on) is 
the garbage in, garbage out principle. It essentially means that the quality 
of output is determined by the quality of the input. If biased, flawed, incor-
rect, or low-quality data is fed into an AI system, the output will also be 
flawed or inaccurate. This principle underscores the importance of data 
quality in obtaining reliable and valid results from AI systems.72

Before we delve into the legal sphere, let us look at a practical experiment 
conducted by quantitative futurist Amy Webb. Webb asked AI image gen-
erator MidJourney to produce an image of a CEO of a large hospital sys-
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tem.73 Note that MidJourney produces images in fours. On her first try, 
Webb got an image of four “mature” white men standing in front of 
imposing modern hospital buildings. Webb was not surprised as “over-
whelmingly, the largest percentage of the Fortune 500 CEOs […] are mature 
white men.” She tried again, this time asking MidJourney to generate an 
image of a CEO of a mid-sized hospital system. MidJourney generated 
images of four “shockingly attractive” men that were slightly younger and 
pictured standing in office spaces. Webb then tried asking for the CEO of a 
hospital system in a very small rural village. Again, four pictures of white 
men, two of them young, two middle-aged, this time standing in front of 
smaller hospitals. Webb got frustrated, asking herself, “what the hell is it 
going to take for the system to produce a woman?” She changed strategies 
and asked the program to generate the image of a CEO of a hospital system 
in Jackson Mississippi (which, according to the US Census Bureau has the 
most women in its population). Once again, the result was four images of 
middle-aged and senior white men. At last, she asked MidJourney to gen-
erate an image of a CEO of a company that makes tampons. And even this 
prompt produced images of four white men. 

One example of how data-driven bias could affect AI used by law firms is 
arbitrator selection. While currently platforms such as JusConnect (tag-
line “Select the perfect arbitration professional”)74 are more akin to data-
bases, in the future, they may evolve into more sophisticated AI-backed 
arbitrator selection services where you could add details of the case, such 
as industry, amount in dispute, what party you are representing, the char-
acteristics you are looking for, and the system would generate the name of 
your “perfect” arbitrator. One data point that this hypothetical arbitrator 
selection tool would most certainly look at is experience and previous 
appointments. In 2018, researchers from the University of Oslo deter-
mined the top 25 investment treaty arbitrators by appointment based on a 
dataset of 1039 cases.75 Out of the 25, only two were women, and not a sin-
gle person was, for example, Black.76 It would not be extreme to speculate 
that the hypothetical AI tool would likely select a white male investment 
treaty arbitrator when prompted.

Of course, a good AI arbitrator selection tool would look at more than just 
the number of appointments of any given person, but the underrepresen-
tation of certain groups as arbitrators will undoubtedly influence the AI’s 
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algorithm, and this is not something that can or should be ignored. As 
Webb concludes, bias in AI is not going to disappear because people talk 
about it or acknowledge it as a problem – AI only reproduces the informa-
tion it has been fed.77 As long as this dataset is not improved – either 
expanded or manually tweaked by human oversight – biased results will 
persist.

Avoiding biased results in AI when the underlying datasets reflect exist-
ing biases is a complex but essential challenge. Some of the strategies that 
could help mitigate bias and promote fairness in AI systems are:78

Diverse Data Collection
AI programs should be trained on expanded datasets that include a wide 
range of sources to capture a more comprehensive and diverse representa-
tion of individuals, and AI providers and developers should actively seek 
data from underrepresented groups to ensure their inclusion in the data-
set, helping to balance the representation across different demographics.

Bias Detection and Remediation
Legal AI providers and developers should regularly audit datasets for 
biases by analyzing the representation and outcomes of different demo-
graphic groups, as well as apply statistical techniques or machine learn-
ing algorithms designed to identify and reduce bias (e.g., re-weighting the 
data, altering the algorithms’ objectives to promote fairness, or using 
techniques like adversarial de-biasing).

Algorithmic Transparency
Firms and providers should develop and use AI systems that can explain 
their decisions and the “thought” process behind them. This transparency 
can help identify when and how biases might influence outcomes. Where 
possible, providers and developers could make the algorithms accessible 
for audit and review by external parties, which could enhance account-
ability and facilitate independent checks for bias.

Ongoing Monitoring and Evaluation
Providers and developers should regularly monitor AI systems to ensure 
they continue to operate fairly as they evolve over time. Law firms using AI 
should be aware of the potential for biased results and intervene when 
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appropriate. Providers and developers should likewise implement feed-
back mechanisms to collect feedback from users about potential biases, 
using this information to continuously improve the AI system.

Stakeholder Engagement
AI providers and developers, as well as firms should include team mem-
bers from diverse backgrounds to provide multiple perspectives on poten-
tial biases.

By implementing these strategies, organizations can better address and 
reduce the biases inherent in AI systems, leading to fairer and more equi-
table outcomes. As Amy Webb’s practical experiment demonstrates, 
neglecting issues such as historical bias or injustice in AI training datasets 
can result in sub-optimal results that may conflict with law firms’ internal 
policies aimed at promoting diversity and comprehensive representation, 
as well as the broader legal profession’s commitment to these principles.

9	� Managerial & Human Resources Decisions:  
Law Firms Should Use AI in Management and  
Human Resources Contexts in Good Faith and  
in Accordance with Applicable Regulations

To conclude our discussion on what principles should govern the use of AI 
in law firms, let us consider a topic that has not yet been widely discussed 
in this context – the use of AI in management and human resources.

According to Harvard Business Review, “AI will help humans do better 
human work, namely by helping us improve our emotional intelligence, 
soft skills, and interpersonal communication skills.”79 Emotional intelli-
gence (or EQ) is “a type of social intelligence that involves the ability to 
monitor one’s own and others’ emotions, to discriminate among them, 
and to use this information to guide one’s thinking and actions.”80  
I would argue that EQ is incredibly important (and currently lacking) in 
many law firm environments. AI has the potential of improving the situa-
tion. By adding an EQ component to AI, we enter the realm of “affective 
computing” – a multidisciplinary field that studies how computers “can 
recognize, interpret, process, and simulate human affects – it is an inter-
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disciplinary field spanning computer science, psychology, and cognitive 
science.”81 Affective computing-based AI is already used in different sec-
tors such as customer service,82 (including healthcare, insurance and 
financial services),83 education84 and entertainment and gaming.85 Affec-
tive computing is not without its challenges and ethical problems – the 
accurate interpretation of nuanced and subjective human emotions across 
diverse contexts and cultures, as well as ethical concerns related to pri-
vacy, consent, and the potential misuse of emotional data.

The EU AI Act could severely limit or altogether prohibit the use of affective 
AI in relevant jurisdictions – Article 5(1)(f ) prohibits “the placing on the 
market, the putting into service for this specific purpose, or the use of AI 
systems to infer emotions of a natural person in the areas of workplace and 
education institutions”, except for medical or safety reasons.86 The use of 
other types of AI in the workplace could likewise be highly restricted if the 
AI in question qualifies as high-risk pursuant to Article 6 of the EU AI Act.87 
In addition to requiring workplaces that use high-risk AI systems to ensure 
trained human oversight, monitoring, record keeping and transparency, 
Article 26(7) explicitly requires employers to inform workers that they will 
be subject to the use of a high-risk AI system before deploying it.88 

A detailed analysis of the use of affective AI in the workplace is beyond the 
scope of the present chapter but let us consider some of the two most evi-
dent internal ways in which legal organizations could use affective AI: in 
management and hiring decisions.

Law firms could leverage affective AI in management through innovative 
approaches that focus on enhancing employee engagement, well-being, 
and as a result, productivity. By using affective computing tools, firms 
could monitor the emotional well-being of their employees in real-time, 
allowing for early identification of stress or burnout. This would enable 
management to offer targeted support, adjust workloads, or provide 
resources for mental health, leading to a healthier work environment. 
Affective emotional intelligence could also be integrated into training pro-
grams to develop soft skills among lawyers and staff, such as improving 
negotiation, client interaction, and teamwork skills through feedback on 
emotional responses during mock sessions. In situations of internal con-
flict or disagreement, affective AI could provide objective data on partici-
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pants’ emotional states to guide mediation processes, ensuring resolutions 
address underlying emotional concerns. Emotion recognition AI already 
exists, albeit not in a legal context. For example, tech company Affectiva 
uses AI to analyze human emotions by interpreting facial expressions, 
vocal tones, and physiological responses.89 It is currently used in market 
research and advertising, i.e., in ad and entertainment content testing, as 
well as other fields.90

Management could use insights from affective computing to provide per-
sonalized feedback to employees, tailored to encourage positive behaviors 
and address areas of stress or challenge. Furthermore, insights from affec-
tive emotional intelligence can help law firms build stronger, more cohe-
sive teams by understanding the emotional undercurrents within teams, 
making informed decisions about team composition, leadership styles, 
and conflict management strategies. Affective AI can also augment deci-
sion-making processes by providing an additional layer of emotional data, 
helping to understand how decisions might impact employee morale or 
client satisfaction, leading to more informed and empathetic choices. 
Implementing these strategies requires careful consideration of privacy, 
consent, and ethical use of emotional data.

The use of affective AI in a law firm context would in all likelihood inter-
fere with the privacy of lawyers and staff working at the firm, and it is at 
present difficult to imagine that lawyers would consent to continuous 
emotional monitoring, especially considering that law firms are not 
known for the best of working environments.91 Firms could abuse emo-
tional monitoring and use the collected data against attorneys working 
there, so in-depth use of affective AI in law firms may be a discussion for 
another day. But let us see how currently widely available AI could (or 
couldn’t) help human resources-related situations in firms.

A few years ago, someone told me a story about a male junior partner at a 
large firm whose wife had a particularly difficult delivery. She was hospi-
talized and in critical condition in one hospital, while the baby was in crit-
ical but stable condition in another. This unfortunate situation resulted in 
the junior partner not being able to work his usual hours and lead to the 
senior partnership having concerns about his ability to handle his cases.
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To test whether and how AI could have been useful in this particular situ-
ation, I asked ChatGPT-4 how it would handle this situation as a senior 
partner.92

ChatGPT-4 replied as follows:

“�In a situation as sensitive as this, it’s crucial to approach the 
conversation with empathy and understanding, recognizing 
the immense personal strain the junior partner is under. Your 
role as a senior partner involves balancing the firm’s needs 
with support for your team members during their personal 
crises. Here’s a suggested approach for the conversation:

Initial Acknowledgement and Empathy
‘�Firstly, I want to express my deepest concern and support for 
what you’re going through right now. I cannot begin to imag-
ine the stress and worry you must be feeling with your wife and 
newborn in the hospital. Your family’s health and well-being 
are the most important things at this moment.’

Expressing Concern
‘�I’ve noticed that you’ve been understandably stretched 
between your commitments to your family and work. It’s clear 
that managing both in these exceptionally challenging times is 
not sustainable, and it’s important to us that you take the time 
you need to be with your family.’

Offering Support and Solutions
‘�We value you greatly, not just as a junior partner but as a mem-
ber of our firm’s family. I want to discuss how we can best sup-
port you during this period. We can explore flexible working 
arrangements, delegate some of your current responsibilities 
to others in the team, or even discuss taking some extended 
leave.’

Encouraging Open Communication
‘�Please let us know how you’re feeling and what you need from 
us. It’s crucial that we maintain open lines of communication, 
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so we can adjust support as your situation changes. We’re here 
to support you, and we want to make sure that you don’t feel 
pressured to return to your usual pace of work until you’re 
ready.’

Reiterating Support
‘�Your health and your family’s health are the priority right now. 
Please take the time you need, and know that we are here to 
support you in any way we can. Let’s keep in touch about how 
things are going and how we can assist.’

This approach underscores empathy, support, and flexibility, 
acknowledging the junior partner’s current inability to fully 
engage with work due to his critical personal situation. It also 
emphasizes the importance of open communication, allowing 
for adjustments based on the evolving needs of the junior part-
ner and his family.”

In reality, two weeks into his predicament, the junior partner was sum-
moned to a partnership meeting and asked to confirm “his commitment 
to the firm”. A response lacking in emotional intelligence in more ways 
than one.

As for hiring and promotion decisions, AI could potentially be a double-
edged sword. On the one hand, AI offers the promise of reducing human 
bias and increasing efficiency in the recruitment and promotion processes. 
By analyzing vast amounts of data and identifying patterns or competen-
cies linked to success in specific roles, AI could help law firms make more 
objective decisions. AI technology could streamline the screening process, 
identify candidates with the desired skill sets and potential for growth, 
and ensure a diverse pool of candidates is considered.

On the other hand, the use of AI in these processes raises significant ethi-
cal concerns and challenges. One of the main issues is that AI systems are 
only as unbiased as the data they are trained on (“garbage in, garbage 
out”, as discussed in Principle 8). If historical data reflects past biases or 
inequalities, there is a risk that AI could perpetuate or even exacerbate 
these issues, rather than eliminate them. This is particularly relevant in 
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law firms, where diversity and inclusion are major industry concerns.93 
Moreover, relying solely on AI for hiring and promotion decisions could 
overlook the nuanced understanding of a candidate’s soft skills, such as 
empathy, judgment, and the ability to build relationships – qualities that 
are paramount in the legal profession but may not be easily quantifiable 
by AI algorithms.

Conclusions

The currently widely available AI is the worst it will ever be – as technol-
ogy continues to advance and improve, more law firms will inevitably 
incorporate AI into their activities to save time, reduce costs and bolster 
efficiency. As AI adoption increases across the legal sector, more chal-
lenges – and hopefully, solutions – will emerge. While we are still at the 
inception of AI use by law firms, it seems logical that firms proactive in 
learning about and utilizing these technologies will have an advantage in 
the future. As stated in the introduction, the above good governance prin-
ciples are not a rigid roadmap, but rather a starting point for a conversa-
tion about how law firms use AI. Many of the proposed principles overlap, 
and it is for each firm to decide what points they wish (and feel able) to put 
an emphasis on.

Beyond adopting their own AI good governance principles, how can firms 
put them into practice? 

While it may not be feasible for every organization, law firms should strive 
to establish a partner or other senior stakeholder-led department respon-
sible for the use of AI within the firm. This department would oversee the 
deployment, management, and evaluation of AI technologies to ensure 
they meet the required standards of transparency and explainability. 
Additionally, this leadership will be crucial in aligning AI use with the 
strategic goals of the firm and ensuring adherence to legal and ethical 
standards. A partner-led approach ensures that senior members of the 
firm are directly involved in key decisions regarding AI, reinforcing the 
importance of ethical AI use and aligning it with the firm’s values and eth-
ical commitments. This department should also oversee the ongoing edu-
cation and training for legal professionals within the firm to help them 
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understand and effectively leverage AI tools in their practice. Some firms 
are already taking this route: for example, A&O Shearman has a LegalTech 
Executive Director position. This director “heads [A&O Shearman’s] 
LegalTech team and provides strategic and operational leadership within 
the firm [and] is responsible for implementing technology solutions”.94 
Not every firm will need a fully-fledged AI position or department, how-
ever, it would be wise to establish at least some sort of tech-centered inter-
nal structure.

Whatever approach any particular law firm decides to adopt with respect 
to AI, it is good to remember another quote from Isaac Asimov regarding 
his Three Laws of Robotics: “[t]he Laws apply, as a matter of course, to 
every tool that human beings use” and can be summed up as “safety”, 
“effectiveness” and “durability.”95
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Legal Study (Springer 2023).

66	 See e.g., Databricks, A Compact Guide to Large Language Models, Sections 1 & 2. 
https://www.databricks.com/resources/ebook/tap-full-potential-LLM/.

67	 For example, consider ChatGPT 3.5’s different answers to questions about rock 
climbing in the Netherlands.

	 �Query 1: “Where is the best place to go outdoor rock climbing in the Nether-
lands?”

	 �ChatGPT 3.5: “One of the popular places for outdoor rock climbing in the Neth-
erlands is in the South Limburg region, particularly around the town of Maas-
tricht. There are several limestone quarries in this area that offer climbing 
opportunities, such as the Cauberg and the Sint Pietersberg.

	� Additionally, there are some indoor climbing gyms in the Netherlands that 
offer outdoor climbing excursions and courses, which can be a great option for 
those looking to explore outdoor climbing in a safe and guided environment.

	� Keep in mind that outdoor climbing areas may have specific regulations or 
access requirements, so it’s essential to research and plan your visit accord-
ingly. Additionally, always prioritize safety and consider partnering with 
experienced climbers or guides if you’re new to outdoor climbing.”
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	 Query 2: “Can one go outdoor rock climbing in the Netherlands?”

	 ChatGPT 3.5: “Yes, one can go rock climbing in the Netherlands. Despite the 
country’s flat geography, the Netherlands offers a variety of indoor and some 
outdoor artificial climbing facilities that cater to climbers of all skill levels. 
Indoor climbing gyms are widespread, providing opportunities for boulder-
ing, top-rope, and lead climbing. Facilities like Monte Cervino in Bergschen-
hoek offer an outdoor artificial rock experience, while indoor centers like 
Klimmuur, Neoliet, and Bjoeks Klimcentrum feature extensive climbing walls 
and courses. These venues are equipped with routes for both beginners and 
experienced climbers, making rock climbing a popular and accessible sport 
throughout the country.” [emphasis added]

	� The wording of the first query a priori assumed that the Netherlands is a place 
to go rock-climbing, leading to a response that did put emphasis on the coun-
try’s flat terrain, while the second prompt was not embedded with such an 
assumption, leading to a more helpful answer.

	 Note that I used ChatGPT 3.5, not ChatGPT 4 to demonstrate this point – the lat-
ter, more advanced program of the AI, has had more extensive training, mak-
ing its answers to both queries less blatantly different.
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